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1. INTRODUCTION

This final report describes the continued design and hardware implementation of an acousto-

optic (AO) multichannel adaptive optical processor (MADOP) for application to the cancellation of

multipath jamming interference in advanced surveillance radars. This Expert in Science and

Engineering (ESE) effort is a continuation of an ongoing program within the Rome Laboratory

Photoni::- Center (References 1 through 5). Approximately half of the Dynetics effort was performed

on-site at Rome Laboratory, Griffiss Air Force Base, NY. This work was accomplished in conjunction

with Photonics Center personnel: Capt. M. Ward, Capt. C. Keefer, and 1Lt. H. Andrews under the in-

house Project 4600P107. All the work described in this report was performed under ESE Contract

F3J602-92-C-0026 during the period of 1 Februlary 1992 to 31 October 1992.

The objective of this effort was the continued fabrication and performance characterization

of a multichannel adaptive system that can perform cancellation of multiple wideband (10 MHz)

interference sources in the presence of multipath. The MADOP system is composed of three primary

subsystems:

1. A multichannel AO time-integrating correlator performs a correlation between the
residual cancellation error and each of the auxiliary omnidirectional antennas to arrive
at updates for each of the adaptive weight functions.

2. A digital interface accepts this update information and generates the appropriate
adaptive weight functions for performing auxiliary channel filtering.

3. A multichannel AO tapped delay line (AOTDL) filter system accepts these weight
functions through an AO spatial light modulator (AOSLM) and taps the auxiliary
channel inputs to form the estimate of the interference signal in the main receiver
channel. This interference signal estimate is then subtracted from the main receiver
channel at the system intermediate frequency (IF) to form the residual cancellation error
for input to the multichannel time-integraLing AO correlator, thereby closing the
adaptive loop.

The emphasis of this effort was the achievement of open- and closed-loop operation of the MADOP

using laboratory-generated test signals. The radio frequency MRF) interfacing of the two AO

subsystems was supported by the development (by ILt. Andrews) of the software required to estimate

tap weight positions and amplitudes from correlator output data and to control a frequency generator

via GPIB to provide this tap signal to the AOSLM. Because of the long correlator integration times,

resulting in good estimates of the interference environment, single-step cancellation in an open-loop

configuration was emphasized.

This technical report is organized as follows. The MADOP algorithm simulation and results

are presented in Section 2. The continued design, hardware implementation, and characterization of
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the AO subsystems are presented in Section 3. Section 4 provides details on the MADOP open- and

closed-loop testing and system performance, together with the design of a post-filtering adaptive

electronic cancellation system for improved performance. Conclusions and recommendations are

presented in Section 5, followed by appendices containing additional design details, a draft technical

paper, and soft-vare listings.

1-2
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2. ALGORITHM SIMU[ATTO SUTS

The simulation of various algorithmic approaches to the MADOP system was continued to

assess the benefits of a variety of architectural variants. The software package used for numerical

analysis was MATLAB, put out by Math Works, and the simulations developed are documented in

Appendix C. Background material on tLe adaptive radar system's operationaý configuration is

provided in Reference 1.

2.1 BLOCK-LEAST MEAN SQUARE (LMS) SIMULATION

A MATLAB simulation of the Block-LMS algorithm was developed as a modification of a

previously developed LMS software routine. A version of this Block-LMS simulation is shown as

"ImsRLcorr" in Appendix C. This algorithm is tb- same as the LMS algorithm except that the weight

update calculation is integrated over a block of data before actually implementing a change in the

weights. In the software, this is performed in the loop beginning if (n-1)/100 =k, where the block size

is 100 and the weight vector is updated only wher the iteration number (n-i) is a multiple of 100. For

this simulation, a single interference source, x, modeled as white noise (using a random number

genorator) is passed through two finite impulse response (FIR) filte. s to simulate multipath. No other

signals are present in the simulation. The two FIR filters are defined by delay increments and

amplitudes for both the main and auxiliary channels. For example, in the "]msRLcorr" software in

Appendix C, the main channel is created by delaying x by 60 samples and weighting it by 0.631, while

the auxiliary chunnel is composed of three weighted and delayed versions of x. FIR filters are

sometimes also referred to as moving average (MA) filters (Reference 6).

Figure 2.1 shows the interference canceilation scenario, where n 1(t) through np(t) represent

p independent interference sources. The main channel receives the signal, d (t), composed of the target

return, s(t), plus each interference source after multipath filtering (modeled by FIR filters G,(t)). The

R auxiliary channels receive each interference source after multipath filtering. Due to the

omnidirectional beam of the auxiliary antennas and the low signal-to-noise (S/N) ratio in the

directional main channel, it is assumed that s(t) is not present in the auxiliary channels. Each

auxiliary channel is filtered with the FIR filters represented by the weight functions w1(t) thrnugh

wR(t) to form an estimate, dest(t), of the main channel signal, d(t). The residual error is then used to

adaptively update the weight functions to achieve convergence of the system to a minimum mean-

square error.

Referring to the cancellation scenario presented in Figure 2-1, notice that multipath can be

modeled by the FIR filters Gij(t), which can be thought of as tapped delay line (TDL) filters. For a single

channel, the goal of the adaptive filter is to cancel the effects of multipath in the auxiliary channel,
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G11(t), and implement the effects of multipath in the main channel, G10 (t). thereby accurately

estimating the interference in the main channel signal d(t). Thus, the transfer function of the adaptive

filter. WI(f, must be given as:

G10f
W (f) = Gl. (2-1)

Because the FIR filters by definition have only zeros and no poles, in general WI(f) will have poles due

to G11(t) and zeros due to G10(t). Thus, to exactly estimate the required filter function, an infinite

impulse response (1IR) filter must be employed (both poles and zeros). Because a TDL architecture, as

employed in the MADOP and other AO adaptive filters, implements only FIR filters, it appears that

cancellation cannot be obtained. However, a sufficiently long FIR can be used to approximate an IIR

filter response.

s(F N

n, (t) -- . > d(l)

G CHANNEL

G11 t

pINDEPENDENT G ~) N•(tl
INTERFERENCE ° "j

SOURCES MULTIPATH + dtt
GENERATION A)

FILTERS +

• ~AUXILIARY
T:942-99CHANNEL 

9(t) -,s(t)

Figv 2.1. Model of the Mulipati Sceinio

A stable 11R filter will have an impulse response that decays to a very small value after some

period of time. The length of the impulse respcnse for a FIR filter is the length of the filter. Therefore,

if the FIR filter is made long enough, the hIR filter impulse response can be well approximated. As the

FIR filter is shortened, convergence to the ideal solution will always be bounded by the residual f -r
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resulting fro'n the inability to simulate the long-time behavior of the IIR filter impulse response.

However, cancellation can still be performed. This is one benefit of implementing a 5ij.s delay window

in the MADOP even if the multipath delay is much less than 5 j±s.

Results of the simulation for sever"l different conditions are described below. Figure 2.2

shows the results for cancellation of severe multipath in the main channel when no multipath is in thc

auxiliary channel. In this case, the functions defining the delays were given as:

delays = [1, 8. 12. 15. 25,28,481,

num(delays) = 10.231.0.384. 0.58. 0.69. 0.69. 0.504. 0.1021,

delays2 = (1].and

num2(delays2)= 10.2511,

where the "delay" vectors represent the tap positions and the "num" vectors represent the tap

amplitudes. As anticipated, since the ideal filter for this example has only zeros (see Equation 2-1 with

G11(t) =1), the adaptation is quite efficient and the resulting weight vector closely matches the tap

structure required to implement G10(t). The opposite case, and a more likely scenario when a

directional main antenna is employed, is one in which the number of multipath delays in the auxiliary

channel is larger than that in the main channel. Figure 2-3 shows results for such a scenario. In this

example, the delays were given as:

delays = 1201,

num(delays) = 10.231,

delays2 = 11. 51,and
num2(delays2) = 10.251.0.691.

It can be seen here that cancellation results in this example, but approximately 20 dB less than the

simpler case above. The weight vector shown has effectively implemented a FIR filter estimate of

Equation 2-1 when G 10(t) =1 (an HIR filter). Such an all-pole filter is also known as an autoregressive

(AR) model filter (Reference 6). It can be seen that the weight vector is bipolar and does not resemble

the multipaths present in the scenario. To implement bipolar weights, complex weights must, in effect,

be implemented at the IF of the MADOP processor (i.e., shift the phase of the IF carrier while leaving

the envelope relatively unchanged).

Understanding the effects of FIR filter implementation of IIR filter estimates suggests a

possible improvement to the AO adaptive filters. Using feedback in an AO system, it may be possible

to implement a class of HIR filters, thereby perhaps generating better estimates with finite length

filters. One possible architecture for performing 1IR filtering is shown schematically in Figure 2-4(a),

and an AO implementation is shown in Figure 2-4(b). The equation describing this arbitrary 11R

filter is:
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K K L

a(t) = N(t) + w wN(t-i) -p(t) = N(t) + wN_(t-it) - bja(t-j) (2-2)
i=l i= ~ j=l

where K and L are the lengths of the feed-forward and feedback filters, t is an increment of time, N(t)

is the filter input, ad t) is the filter output, and wi and 1) are the feed-forward and feedback filter

weights, respectively. For this architecture, an optical implementation as shown in Figur 2-4 (b)

requires two separate AOTDL subsystems that can share a common laser but cannot share a common

detector. In additon to the added complexity, the gradient algorithm for IIR filters is more complex

than for FIR filters and must take into consideration the possibility of unstable filter response. These

issues should be further studied before implementation to assess applicability to severe multipath

environments and resulting benefits.

2.2 OPTICAL JAMMING CANCELLER (OJC) SIMULATION MODIFCATIONS

The computer model used to study the operation of the MADOP, named the OJC

(Reference 1), was modified to more closely resemble the system being constructed in the lab. The

modifications involved increasing the integration time of the correlator from 5 to 450 gs. In the

hardware the integration is 2 ms, but a 2-ms integration time was not used in the OJC model because

of computer time and memory limitations. The second modification was to change the model so the

weights computed during the kth computation cycle of the OJC were applied to the signal during the

(k+l)th computation cycle. This is the manner in which the hardware will function because of the lags

in the computer. Finally, the model now uses new interference signals during every computation cycle,

as would occur in the hardware. The old model used the same jamming signal on the various

computation cycles to eliminate the effect of new jammer signals on convergence of the algorithm. The

modified model was then used to 3tudy properties of the MADOP to further the understanding of its

operation and to attempt to define how the MADOP should be used in a radar system.

Preliminary results obtained from the OJC model are encouraging. Most notable is the fact

that the longer integration time provides better weight computation, thus better jammer cancellat:on.

This was an expected result since the longer integration time provides a better estimate of the

interference environment. This, in turn, stems from the fact that the longer integration time means

that the time averaged correlation is a closer approximation to the statistical correlation it

represents. A negative impact ofthe longer integration time is that the interference environment must

be sufficiently stable during this time and after the weight vector is updated to achieve cancellation.

Several test cases were run using the new OJC model. These led to some valuable

observations concerning the performance of the MADOP under different conditions. The observations

are discussed below. In all of the model runs it was assumed that there was only one jamming source

2.7
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and that the MADOP had only one cancellation channel, which is equivalent to having only one

auxiliary antenna. However, several of the following observations will hold for the case of n jamming

sources and n MADOP cancellation channels.

When there is only a direct path jamming signal in the auxiliary channel, the MADOP is very

effective in cancelling both direct and multipath jamming signals in the main channel. Cancellation

ratios in excess of 50 dB were often observed in the OJC model. It was also noted that the use of the

longer integration times resulted in rapid convergence of the OJC weight computation. In several

cases, the weights converged to a value very close to their final value within one computation cycle. It

is not clear, however, that the convergence time of the new model is any better than one that used a

shorter integration time and shorter computation cycle. This is an area that should be investigated

further since it could have an impact on how weight computation is performed by the hardware. It is

expected that the tradeoffs will lie in the areas of hardware requirements, convergence time, stability

of the weight computation process, and overall performance of the canceller.

Another area that needs to be investigated is whether the convergence parameter, a, should

be adaptively computed or fixed. It was found that if the adaptive method was used, the weights often

converged very rapidly. This would be very useful in a changing jamming environment. However, a

negative aspect of the adaptive method was that it caused the weight computation to diverge in several

cases, which is very undesirable in a tactical environment. When a fixed convergence parameter was

used, there was no problem with divergence, but the convergence was slower than with an adaptive

convergence parameter.

The ability of the MADOP to cancel interference when the signals into the auxiliary and

main channels have multipath as well as direct components depends upon the relative magnitudes and

delays of the direct and multipath components. This can be explained as follows.

Let nm(k), nh(k), and w(k) represent the main channel signal, the auxiliary channel signal,

and the weight vector, respectively. Sampled data analysis is used here for ease of explanation. While

the actual signals are not true sampled data signals, they are similar, thus the conclusions based on

considering sampled data signals will apply to the actual signals. The desired (target) part of the main

channel signal will b.? ignored, without any loss of generality. Let Nm(z), N1 (z), and W(z) represent the

Z-transforms of the above. If one casts the interference cancellation as a transfer-type filter problem,

the ideal cancellation condition is that:

W(Z)Na(Z) -Nm (Z) = 0 (2-3)

must be satisfied. This yields an ideal W(z) as:
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W(z) = M (2-4)
Na (z)

Given that ir(k) and ha(k) derive from the same jamming source, n(k) (with Z-transform

N(z)), Nm(z) and Na(z) will be of the form:

NM(ZW Xalz' )N(ZW (2-5)MO

and
N

Na(Z) = ( bz-rN(z) (2-6)
rr0

which yields:

M
I alz-1

W(z) = 1=0 (2-7)

X br z-r
r=0

The first thing noted is that the ideal W(z) is in the form of an hIR filter. However, in the

actu"l MADOP, the W(z) is a FIR filter. If the MADOP is to achieve good cancellation, the impulse

response of the FIR filter should closely approximate that of the ideal iR filter. If the impulse response

of the IIR filter (ideal W(z)) decays within the duration of the AOTDL (±2.5 lis), then the impulse

response of the actual FIR W(z) will provide a good approximation to the impulse response of the ideal

IIR W(z) and will provide good cancellation. If the impulse response of the ideal hIR W(z) extends

significantly beyond the length of the AOTDL, the actual FIR W(z) probably will not perform well.

The duration of the response of the ideal IIR W(z) is primarily governed by its poles. The

response will have a long duration if the poles are close to the unit circle of the Z-plane. If the poles

are fairly far removed from the unit circle, the response will decay rapidly. The poles will be located

well away from the unit circle if the delays between the direct and multipath returns (in the auxiliary

channel) are short and the amplitude of the multipath returns is smaller than the direct return. This

assumes the direct return arrives before the multipath return, which will be the case in practice. To

be more specific, the requirement is that the amplitude of the multipath return relative to the direct

return decrease as the delay between them increases.
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Suppose that:

na, (k) = n (k) + 0.9n (k - 1) (2-8)

and

n a 2 (k) = n(k) +0.2n(k- i). (2-9)

In Equation 2-8, W(z) will have one pole with a magnitude 0.9 and its impulse response will

decay in about 45 samples. On the other hand, the W(z) for Equation 2-9 will have a single pole with

a magnitude of 0.2 and its impulse response will decay in 4 to 5 samples. If the delay of Equation 2-9

is increased to 16 samples, rather than one, i.e.

na 3 (k) = n(k) +0.2n(k-16) (2-10)

the associated W(z) will have 16 poles with a magnitude of about v.9 . Thus, its response will decay in

about 45 samples, as with the first example.

How well the delay versus magnitude condition can be satisfied will depend on the

characteristics of the target geometry and terrain. This should be studied. It is expected that, for air

defense scenarios consisting of low-altitude targets in a diffuse multipath environment (grass and trees

in dry weather), the above requirements can be satisfied. For targets over water and sand, the

requirements may not be satisfied because these represent specular multipath environments.

The main channel direct and multipath signals also play & role in the impulse response of the

[[R filter but to a lesser extent than the auxiliary channel multipath. If the delay of the direct and/or

multipath main channel signal is significantly different from the delay of the auxiliary channel direct

path signal, the impulse response of the ideal W(z) could be delayed such that the transients do not

settle within the limits of the AOTDL. Preliminary thoughts on this are that the relative delays will

be driven by the location of the auxiliary antennas. If the auxiliary antennas are close to the main

antenna, the main channel delays relative to the auxiliary channel should be small.

2.3 IMPLICATIONS TO THE MADOP DESIGN

Some thoughts on implementation of the MADOP in an actual radar follow. For sake of this

discussion it is considered that the MADOP will be implemented in a pulsed-Doppler, phased-array,

air defense radar. This type :f radar normally operates on a dwell basis wherein the antenna beam is

directed to a fixed position and a burst or pulses is generated and processed. The dwell time would be

from 3 to 10 ms, and typical spacing between pulses would be 10 vs. The pulsewidth would be between

0.5 and 2.0 ps and could have modulation to extend thle bandwidth to between 5 and 10 MHz. In this

scenario, the objective of the MADOP is to cancel the jamming signal within the first one-fourth to one-
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third of the dwell time. The remaining part of the dwell would be needed to perform signal processing

to eliminate clutter returns and provide S/N improvement. As an alternative, the dwell could be

extended when jamming is present to allow for jammer cancellation. In practice, one could probably

expect to have 2 to 3 ms that could be allotted to jammer cancellation.

Since the radar beam is dwelling in a Exed position it is reasonable to expect that, during the

time th_'t the MADOP is computing its weights and cancelling the jamming signal, the jamming

environment is remaining fairly constant. A standoff jammer moving at 300 m/s will move I m in

3.33 ms, which is probably a high velocity for a standoff jammer. It would seem that such a small

amount of motion would have very little effect on the direct and multipath environment. If this is true,

it would mean that the MADOP would have a very good chance of achieving satisfactory jammer

cancellation. If one assumes the integration time of the MADOP is 500 ;1s and that the weights could

be updated every 500 gs, it would be possible to perform four to six iterations during the time allotted

to jammer cancellation. Studies using the OJC model indicate that this should be adequate to provide

30 to 50 dB of jammer cancellation in reasonable jamming environments. With an efficient

acceleration parameter computation routine it may be possible to obtain even more cancellation.

The sequence of steps in the implementation of the MADOP would be as follows:

1. During the first 2 to 3 ms of the dwell, the OJC would compute the weight. The output
of the MADOP would not be used in the radar signal processor during this interval.

2. During the remainder of the dwell, the MADOP would continue to update its weights and
perform jammer cancellation. The output of the MADOP would be used in the radar
signal processor during this time period.

3. The MADOP would be essentially reset at the start of each dwell. This is necessary since
,he jamming environment will change dramatically from dwell to dwell. Also, when one
thinks of dwell-type, phased-array radars from a signal processing viewpoint, one
normally considers each dwell to be a separate event unrelated to other dwells.

The primary advantage of the MADOP is cancellation of multipath delays much greater than

the inverse signal bandwidth, which negates the effectiveness of classical sidelobe canceller systems.

Because of our studies using the Block-LMS and OJC simulations, we feel that there is significant

potential for the MADOP system in realistic scenarios. This is especially true when the environment

is predominantly stationary over millisecond timefrarnes. In these cases, the single-step open-loop

approach (residual error is not fed back to the correlator) should offer satisfactory cancellation

performance due to the accurate estimates of the multipath delays and resulting tap positions. For

severe multipath environments consisting of significantly greater multipath in the auxiliary channels

than in the main channel, cancellation will be difficult for any adaptive system.

(Reverse Blank)
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3. MAD)OP IMPLEMENTATION PROGRESS

During the performance of this eflort, the optical subsystems of the MADOP were tested and

enhanced. Previous test results and a detailed theoretical development of the processors are provided

in Reference 1. Appendix B also provides a detailed theoretical description of the AOTDL.

3.1 TIME-INTEGRATING CORRELATION FOR WEIGHT FUNCTION CALCULATION

The work performed on the time-integrating correlator concentrated on multichannel

operation, system refinement, and enhancing the correlation performance and stability for an

optimized MADOP system.

Utilizing a slightly modified hardware implementation of the two-path, time-integrating

correlator as described in Reference 1, a multichannel correlator was assembled (by Capt. Ward) to

include the insertion of a tilted beam splitter for optical beam replication. Figure 3-1 illustrates the

optical layout as modified through the addition of the new beam replication optics. This single-channel

AO cell, together with the beam replication optics, was later replaced by a multichannel AO cell that

is matched in terms of channel spacing, aperture, material, etc., to the one currently in the auxiliary

antenna path of the interferometer. This second multichannel AO cell has been purchased from the

same AO vendor (Brimrose) to obtain the best match between the two paths. The addition of the second

multichannel AO cell is described later in this subsection.

Bulk acoustic wave (BAW) delay lines were used during correlator testing to provide

differential delay between the error channel and the inputs to the multichannel AO cell. Each of the

BAW devices provides a fixed delay whose value depends on the acoustic material used and the length

of the AO crystal. The procured BAW delay lines provide delays between 5.0 and 10.1 As. Thus, to

realize a delay of less than 5.0 his, two .evices would be required that provide a differential delay equal

to the desired value. For example, if a 1.1-4s delay is needed between two RF inputs, a 5.0-gis BAW

device can be used to delay one input and a 6. 1-gs BAW delay line to delay the other. In this fashion,

differential delays on the order of the incremental BAW delays purchased can be realized. Table 3.1

lists the differential delays obtainable with the current BAW devices. However, since insertion losses

are typically high for BAW devices, additional amplification is required for each BAW device used. A

continually variable delay line that would provide delays from 0.1 to 5.0 ýis would be very useful for

this purpose; only one device would be required to provide continuous range of delays tover the device

delay window) and small delays could be accomplished, therefore eliminating the requirement of using

multiple BAW devices for differential delay realization. The continuously variable delay line (CVDL)

is such a device. The CVDL is made by Dynetics and provides user-selectable delays over a continuous
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range of delay. For example, model CVDL-80-10-5 provides user-selectable delays from 150 ns to 5 pts

at 80 MHz with a 10-MHz bandwidth.

Table 3-1. Differential Delays (RAW Devices)

,Delayl 500 5.10 5 5.25 535 5.50 5.60 6.00 1610 7.50 760 10.00 0o.1o

5.00 0.00 0.10 0.25 015 0.50 0.60 100 1.10 2.50 2.60 5.00 5.10

6.10 -0.10 0.00 0.15 025 0.40 0.50 0.90 1.00 2.40 2.50 4.90 5.00

U2S J.25 -0.15 0.00 0.30 0.25 035 0.75 0.65 2.25 2.35 4.75 4.85

5.3 -0.35 -025 .0,13 0.00 0.15 025 065 075 2.15 2.25 465 4.75

5.50 -0.50 .040 .0.25 -0.15 0.00 0.10 0.50 060 2.00 2.10 4.50 460

5.60 -0.60 -0.50 -0.35 .0.25 -U 10 000 040 0 50 1 90 200 4.40 450

6.00 -100 .0.90 o0.75 -065 1150 -040 000 0.10 1.50 160 4.00 410

5.10 .1.10 -1.00 .0.95 -075 .0.60 -050 .0.10 0.00 1.40 1.50 3.90 4.00

7.50 -2.50 -2.40 .2.25 .2.15 -2.00 -1 90 .150 -1.40 0.00 010 2.50 2.60

7.60 -260 2.50 -235 -2.25 42.10 -200 -1.60 .150 -0.10 0,00 2.40 2.50

10.00 4.00 .4.90 -4,75 -4.65 -4.50 -4.40 -4.00 .390 -2.50 -2.40 0.00 010

0.10 -5.10 -5.00 1 -485 -4.75 -4.60 -450 -4.10 -4.00 -260 -2-50 -0.30 000 ;

For calibration of the correlation window, a 500-kHz sinusoid was double sideband/

suppressed carrier (DSB/SC) modulated at 80 MHz and input into both AO cells. The e/pected

autocorrelation is a sinusoid of the same frequency that is modulated by an optical spatial carrier. This

frequency was chosen such that there would be 2.5 periods of the spatial carrier in the 5.0-Ps

correlation window. The correlation results showed that the 5.0-its correlation window under-filled the

charge- coupled device (CCD) array window. This was expected due to .he magnification realized with

the lens arrangement provided by the available lenses. As a result, the imaged correlation window

appeared to be on the order of 5.25 Ms.

To perform the multichannel autocorrelation of a wideband signal, the signal is power-split,

delayed, and distributed to the appropriate AO cell channel. Figure 3.2 illustrates the signal

distribution layout for multichannel autocorrelation (with relative delays) with respect to the zero

delay point in the correlation window. Given time delays ofto, -t, and t2 ,which are introduced by the

insertion of the BAW delay lines, the differential delays for the two channels are given by:

1• € = I 0 (3 -1 )

and
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2= •2- 0* 
(3-2)

In the above equations, to is the BAW delay for the error channel, andt1 and -2 are the BAW delays for

the auxiliary antenna AO cell channels. Thus, At, and A5 2 are delays relative to the error channel.

Also noted in Figure 3-2 are the additional amplifiers and attenuators required to compensate for

BAW delay line insertion losses.

TO INTRA-ACTION

SOA) TO BRIMROSE
3-WAY MULTICHANNEL

POWER AO CELL

SPLrM'ER
DS~yAW TAMPLIFIERS

LINES I
VARIALE

ATTENUATORS
TR412-0026-2M2

Figure 3-2. Signa Distribution Network

Experiments were performed usir.g a 10-MHz noise source as the input to the correlator. By

inserting different BAW delays into the signa! distribution re work, different differential delays can

be realized. With reference to the following figures, a I.n.itive differential delay will cause the

correlation to shift to the right of the zero aelay point while a negative differentini delay results in the

correlation shifting to the left. Figure 3-3 shows the autocorrelation of s(t) for at j - 2.5 ;Ls and AT2

= - 2.5 ILs. This figure also supports the fact that greater than 5.0 gs of correlation window is being

imaged onto the CCD arrays.

Multipath simulation was accomplished through the addition of another RF delay path to

one of the auxiliary channels. Figure 3.4 shows the signal generation and distribution network for

the multipath simulation. Note that the power levels indicatcwi in the figure are typical power level
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settings used for initial setup and are limited by individual device maximum allowable input power

levels. As indicated in the setup, AT3 is the additional differential delay term that was added to the

auxiliary channel with the AT, differential delay. Difrerential delays of at, = - 0.1 j•s, A62 = + 0.4 Pis,

and AT3 = + 1.0 •s were obtained with the available BAW delay lines. The resulting correlation peaks

are shown in Figure 3-5.

The multichannel time-integrating correlator for the weight function calculation was further

developed through the transfer of the correlator to a 2-ft by 3-ft optical breadboard table. Other

advancements in the architecture setup included the replacement of the two-lens imaging system by a

one-lens imaging system, the placement of the imaging lens after the second beam splitter, and the

reduction in optical axis height and interferometer path length through the selective use of available

mounts. Also, the replacement of the single-channel AO cell with another multichannel AO cell

(Brimrose) took place at this ti.ne. This addition alleviated the necessity of beam replication optics

previously described. Figure 3-6 shows the current optical setup. Motivation for these changes

included increased stability of the interferometer architecture through minimizing path length and

optical axis height and elimination of lenses prior to BS2.

Distortion of the correlation spatial fringes was observed and can be noted in Figure 3-7. An

80-MHz tone was input into both AO cells and the resultant correlation was displayed on the computer

monitor. As can be seen in the figure, the fringes appear to be S-shaped rather than the desired and

expected straight fringe pattern. Adjustments were made to the final beam splitter, the imaging lens,

and the AO cell height and distance from the imaging lens in an attempt to find the cause for this

distortion and to correct it. These distortions would prevent the use of a cylindrical lens to collapse the

correlation result onto the CCD array.

The source of the fringe distortions was determined to be the error channel AO cell, wherein

the acoustic information traveling wave is not parallel to the bottom face of the AO cell housing. Since

the housing is used as reference for the component mounting, the mounted AO cell in the correlator

was counter-propagating at an offset angle with respect to the other AO cell. Figure 3.8 illustrates

this phenomenon. Figure 3-8(a) shows the preferred acoustic aperture arrangements for the two-

path Mach-Zehnder correlator. Figure 3-8 (b) shows the acoustic aperture arrangement that

contributed to the distorted fringes. To correct for the situation, the error channel AO cell was tilted

such that its acoustic aperture would be counter-propagating and parallel to the auxiliary channel AO

cell. This was accomplished through the utilization of a Klinger lab jack and the current mounting

configuration. The lab jack was placed under one end of the AO cell. The raising of the lab jack caused

the AO cell to be lifted on one end, causing the acoustic aperture to rotate through the desired angle.
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After the desired angular rotation was achieved, as indicated by correlation fringe orientation, the AO

cell was locked down through the existing clamps and AO cel! mount.

Figure 3.9 shows the correlation fringes after compensation for the acoustic propagation

orientation described above. Note that the remaining deviations seen in the fringe pattern are

inherent in the acoustic diffraction pattern and the effects of this can be minimized with the use of a

cylindrical lens to collapse the information orthogonal to the range window direction.

-tie

TR-92-002-29U

Figure 3.9. Correlation Fringes After AO Cell Angular Adjustmente

It was observed that the illumination geometry was not optimized for multichannel

correlator operation with channels N and N÷2. Essentially, the central uniform portion of the

illumination beam was overlapping with channel N, and the aperture of channel N + 2 was off to one

edge of the illumination beam. This caused some nonuniformities between the response of the two

channels in terms of correlator outputs; for the same RF powers into the AO cell, different optica!

powers and power distributions were observed at the correlation plane. A simple solution was

implemented without disturbing the correlator alignment. This included having a separate

collimation/beam expansion optics section whose output would be a larger collimated beam. The

collimated beam would be input to the Mach-Zehnder interferometer through the use of a beam-

steering mirror. This mirror was used to get the desired illumination geometry for correlation without
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having to realign the AO cells, the first beam splitter (BSI), or the mirrors in the interferometer. These

changes were implemented with a 40X microscope objective and a 200-mm focal length achromat (D =

50 mm).

An important parameter of the correlator system is the range window uniformity, expressed

by the correlation amplitude as a function of delay in the range window. One method to test the range

window uniformity involves inputting a wideband signal into the AO cells, adding a relative delay

between the two signals, and scanning the delay such that the correlation peak translates across the

desired range window (5.0 gLs). Ideally, the correlation amplitude would remain the same for all delays

within the range window. Since a continuously variable delay line was not available, the BAW delay

lines were used to implement discrete delays for the testing of the range window uniformity. Table 3.1

lists the available BAW delays and the obtainable differential delays.

During the testing, the RF power into each of the AO cell channels was kept relatively

constant at 250 mW. Amplifiers and attenuators were used to keep the power as close to 250 mW as

allowed by the attenuation adjustments (0.5 dB). The test data were saved on the computer for

analysis at a later time. The data files were saved on the computer hard drive under CHXYZZZ,

where X = channel number, 4 or 6,Y = positive or negative delay relative to zero delay, p or m, and ZZZ

= the relative delay in microseconds. For example, the data file entitled CH4p2_50 is the data for

channel four, given a relative delay of +2.5 jis. ILt. Andrews has written software that yields a flat

spatial response from the output of the cameras for a given center frequency. However, tones and/or

signals that are input to the correlator at a frequency other than at the optimized center frequency may

not have a flat response across the range window. This may impact the performance of the MADOP in

system operation.

Dynamic range testing has previously concentrated on lowering an input signal to one AO

cell relative to the other AO cell and noting the decrease of the correlation output. For implementation

of automatic gain control (AGC) in a system application, the input power to an AO cell would be

maintained at a relatively constant value. A more systems-orientated dynamic range test was devised

in which two wideband signals (separated in time) are input to one AO cell while only one wideband

signal is input to the other AO cell. The output of the correlator is two correlations that are separated

by the relative delay between the two signals input to the first AO cell. Figure 3-10 illustrates the

signal generation layout for the dynamic range testing. During the testing, the total power into both

AO cells was held relatively constant at 220 mW. The signal generation setup allowed for the

attenuation of one of the wideband signals into A01 while maintaining a constant input power.

Figure 3.11 shows the dynamic range test results. As noted in the figure, the signal s(t + 0.5 ls) was
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S= -2.5 ls (a) s(O + 0.5 ILs) Attenuated by 0 dB -1 2.5 is

-A" - . _ A ftlibooe &ftmbm

rz-2.5 ps (b) s(c + 0.5pS) Attenuated by 20 dB 2.5 2.

II JI

Sw -2.5 ps (C) s(: + 0.5 gs) Attenuated by 26 dB -2.5 ps

Figure 3.11. Dynamic Range Testing

3-14

I /



attenuated relative to the signal s(t -0.5gas). This testing resulted in an estimate of the dynamic range

of >26 dB.

The optical time-integrating correlator subsystem was tra -".!rred to a 2-ft by 3.ft optical

breadboard table. The optical components were restructured to red.-'e the optical footprint. Other

advancements made in the architecture setup include the replacement of the two-lens imaging system

by a one-lens imaging system, the placement of the imaging lens after the second beam splitter (BS2),

and the reduction in optical axis height and interferometer path length through the selective use of

available mounts. A new mounting technique for improved vibrational stability of BS2 was developed

and implemented in the interferometer. It consisted of a flat plate on which the beam splitter was

placed. Another flat plate was placed un top of the beam splitter. Long (~ 1.25 in.) 1/4-20 screws were

used to clamp the top plate to the bottom plate, thus securing the beam splitter within the housing.

This structure was fixed on top of a magnetic base for securing the orientation of the beam splitter after

the spatial carrier had been properly set. Additional modifications made to component mounting

included the insertion of the mini-jack and fork positioning mounts from New Focus. These

components were used in place of the Klinger lab jack used to position the CCD camera. After all of

these modifications were performed, it was observed that the correlation peak was more vibrationally

stable. This will greatly aid the peak-picking algorithm for AOSLM frequency selection.

In addition to the enhancements made directly to the components on the breadboard table,

the correlator optical system breadboard was moved onto the same optical bench as the AOTDL

system. This allowed for the two optical subsystems to be enclosed on the optical bench through the

installation of plexiglass windows. This enclosure helped reduce the sensitivity of the interferometric

optical architecture to changes in optical path lengths due to air currents and other sources. In

addition to the installation of the enclosure, vibration isolation was enhanced through the utilization

of the floating table supports.

The 5-;Ls correlation window of the correlator was reduced to better match the l-us window

of the AOTDL system. It was decided to reduce the aperture to approximately 3 4s, corresponding to

imaging 1.5 ps (6.3 mm) of acoustic aperture. A magnification of 1.056 was required, and a 125-mm

focal length biconvex lens was used for the imaging. In addition to the new imaging lens, a cylindrical

(CY) lens (f = 62.5 mm) was used to collapse the correlation onto the CCD array This resulted in a

more uniform distribution across the array, lower AO cell RF drive powers needed for a given

integration time, and helped compensate for the acoustic pattern overlap and spatial differences of the

acoustic beam, wnich is a function of frequency. For example, a two-tone modulation was

autocorrelated and the result was displayed on the monitor: With the integration time held constant,

the amplitude of the correlation was observed for an input signal power of 250 mW both with and
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without the cylindrical lens. After insertion of the cylindrical lens, the same correlation amplitude was

accomplished with only 100 mW of RF power into the AO cells. Figure 3.6 shows th. current

modifications made to the optical architecture.

Calibration of the correlation window was accomplished through the autocorrelation of two-

tone DSB/SC modulation at an 80-MHz IF. The modulation frequency was changed uritil an integral

number of half-cycles (correlation peaks) were observed across the array. The correlation window size,

t, was determined using-

t=- lsl
2f (3-3)

wl.ere N is the number of half-cycles (correlation peaks) and f is the modulation frequency into the

correlator expressed in megahertz. A two-tone frequency of 2.15 MHz resulted in 13 correlation peaks,

as noted in Figure 3.72. Using the above formula, a correlation window of 3.0 ps was calculated. A

two-tone frequency of 1.17 MHz resulted in a little more than seven correlation peaks, corresponding

again to a 3.0-his correlation window.

I - - ---. 5a - .s

-t = -. 5 jis 1 1.5 JAS

TR-0,I4-2-ul

Figure 3-12. Range Window Calibration with Two.Tone DSB.SC
Correlation (f - 2.15 lOfl)
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3.2 AOTDL FILTER

The AOTDL architecture was further advanced and tested during this effort. Two new

Brimrose AO cells were inserted, and a rotation stage was added to the AOTDL cell to better match

Lhe illumination cone of angles to the acoustic column to achieve better overlap of diffracted and

undiffracted beams at the photodetector. Also, a translation stage was placed on the spherical Fourier

transform lens between the two AO cells to better control the focus of the Lap beam at the AOTDL,

although this translation stage was found to be of little use in its current configuration because of the

need to subsequently realign the photodetector.

Further frequency response measurements were taken on the system, aE shown in

Figure 3-13. The response over the 10-MHz AOTDL bandwidth was flat to within 3 dB for tap

frequencies from 60 to 100 MHz, although the insertion loss of the system varied by about 10 dB. It is

possible to compensate for this insertion loss variation by weighting the frequency inputs to the

AOSLM, but this will likely cause a reduction in the tap dynamic range. It is important to achieve good

alignment of the photodetector both vertically and horizontally in order to get a flat frequency response

and minimize insertion loss. Then translation of the photodetector in the foct" direction is used to get

the frequency response approximately uniform for all tap positions.

AO SLM FREQUIENCY

- 60.0 MHz
... 68.0 MHz

- 60.0 MHz
* -' °-92.0 MHz

........... ii n

T - ---

3 dIBDIVISION
REFERENCE: 0 dS

67.5 75.0 85.0 92.5

AO TAPPED DELAY LINE INPUT FREQUENCY (MHz)
TR.41)26S-211

Fi4Vre 3-13. System Frequency Response for Varieous AOSL Input Frequencies
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As an additional test of the AOTDL performance, a two-tone input was provided to the

AOSLM to provide a two-tap response. The theoretical effect of this is to weight the input signal with

a sinusoidal frequency response (the Fourier transform of the sum of two delta functions representing

the two delays). The larger the delay between the two signals, the higher will be the frequency of the

sinusoidal frequency-domain weighting. This response was simulated in MATLAB with the program

entitled "% AOTDL" (see Appendix C). The resultant frequency responses are shown in Figure 3-14

for closely and widely spaced taps. The two-tap frequency response of the AOTDL was then measured

using the network analyzer, and the results were in excellernt agreement with the theory, as shown in

Figure 3.15.

Using the delay function of the network analyzer to compensate for the linear phase tilt and

obtain a flat phase across the passband of the system, it was possible to measure the delay as a function

of tap position. The measured values were used to generate the plot shown in Figure 3-16. This

information is useful in deriving the conversion factor from the detector position in the AO correlator

to the input frequency in the AOTDL. It also shows that at 80 MHz, there are approximately 2.6 As of

delay, which is compensated for in closed-loop operation by using BAW delay lines.

Crosstalk for closely spaced taps was also investigated and found to be worse than the theory
showed and worse than on previous contract visits (Reference 1). When tap separations were on the

order of 1 to 2 MHz, the crosstalk terms at the IF ± (frequency difference) were within approximately

10 to 15 dB down from the peak at the IF. The reasons for this were not determined.

Measurements of the S/N ratio and insertion loss for the AOTDL system were also made.

During the experiments, the noise floor was consistently at -105.7 dBm/Hz (equivalently -35.7 dBm in

a 10-MHz bandwidth). Using the spectrum analyzer, the best achieved output signal level was

measured to be +5 dBm, resulting in an output S/N ratio of 40.7 dB. This S/N ratio was for a tap

frequency of 80 MHz and approximately 400 mW driving both the AOSLM and AOTDL. The insertion

loss of the system can be calculated using the network analyzer by adding the displayed insertion loss

to any gain provided in the system. Typical best-displayed insertior. losses were on the order of 8 dB,

and the system employed a 55-dB amplifier after detection, resulting in a 63-dB insertion loss.

A limit on the achievable insertion loss can be estimated by considering the optical tap power,
heterodyne efficiency, and detector responsivity. For an AOTDL input power of +23 dBm. the following

calculations were made. The tap power for a single tap was measured to be 7.9 mW using an optical

power meter, and assuming that 10% of this power results in a heterodyne signal output, a heterodyne

output power of (7.9 x 7.9 x 0.1)1/2 = 2.5 mW was obtained. For a 0.25-A/W detector responsivity,

0.62 mA of current is generated, which yields 10 log 1(0 00062)2 x 501 x 1000 mWAVI = .17 dBm. For
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the +23-dBm input, there is an optimistic theoretical best-insertion loss of 40 dB. Therefore, the

system insertion loss may be improved by approximately 23 dB.

3.1

3.0 -o-

2.9 -

2.8 - -

A 2.7

2.4!"
2.3 -!

2.2 -

2.1
60 64 68 72 76 80 84 88 92 96 100

TR-•-4ea6g2MH FREOUENCY (MHz)

"I Figure 3-16. Measured AOTDL Delay Versus AOSLM Frequency

Finally, an analysis of the required focal lengths and apertures for the cylindrical and

spherical lenses between the two AO cells was performed for the current longitudinal TeO2 AOSLM

and for the proposed slow-shear TeO2 AOSLM. The focal length of the spherical and cylindrical lenses
will be equal to achieve 1:1 imaging and transforming in orthogonal directions. The spherical lens focal

length is found from F1 = TdVdlVsIWUB,•,. With this focal length, lenses were selected from catalogs
and, except for the cylindrical lenses, were purchased under this contract. Aperture sizes are
determined by the focal length, diffraction angle, size of the acoustic aperture (x and y), and the focal
length of the cylindrical lens preceding the AOSLM. With these considerations, figures were generated

showing the shape of the diffracted beam for various focal lengths and AOSLMs. These results are
shown in Figures 3.17 and 3.18. In addition to the need for large apertures to contain these diffracted

beams, it is desirable to employ large (4 in.) mirrors, which were also purchased. Smaller aperture

optics will result in loss of system efficiency due to some of the light bypassing the optics. The slow-
shear TeO2 AOSLM offers not only smaller optics to capture the diffracted beam, but also a shorter

total path length due to a smaller value of Fl.
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Additional theoretical development of the AOTDL, together with frequency response and

crosstalk simulations and measurements, is provided in the Aonlied Onties draft paper in Appendix B.

The simulation codes are provided in Appendix C.
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4. MADOP SYSTEM TESTING

A major achievement during this effort was the initial closing of the adaptive loop between

the two optical processors described in Section 3. This was achieved through 1) the RF interfacing of

the two subsystems to provide common signals for processing, and 2) the development (by ILt.

Andrews) of the software required to estimate tap weight positions and amplitudes from correlator

output data and to control over GPIB a frequency generator to provide this tap signal to the AOSLM.

Because of the long correlator integration times, resulting in good estimation of the interference

environment, single-step cancellation in an open-loop configuration was emphasized.

4.1 MULTIPATH SIGNAL SIMULATION FOR SINGLE-STEP, OPEN-LOOP
OPERATION

The electronics for simulating the mreitipath environment and distributing the waveforms is

shown in Figure 4-1. For a nominal input of 150 mW, an output of approximately 200 to 250 mW was

realized in the two correlator signals and the input to the AOTDL. In addition, a low-power main

channel signal (shown in the figure as the input to the canceller) is provided for cancellation with the

AOTDL system output. The delay between the main channel signal and the two auxiliary channel

signals (one of which is attenuated as shown in the figure) is between +0.1 and -0.4 pIs. The two

additional delay lines of 7.6 and 10.1 lis are used to center the delay window in the aperture of the

AOTDL All attenuators are variable except the 10-dB in-line attenuator. ATIN 2 is very high to

effectively remove this path during this measurement.

Measurements of the frequency response of each of the paths were obtained using the

network analyzer, and a representative path response is shown in Figure 4-2. The response was flat

in all cases to approximately 1 dB across the 75- to 85-MHz passband. Also, for the input signal shown

in Figure 4.3, the output shown in Figure 4.4 was obtained for the AOTDL path, with the other paths

being similar in appearance. This demonstrates that the intermodulation products are well down

(>40 dB) from the two tones but do contribute some distortion.

4.2 CANCELLATION PERFORMANCE

For the long integration times characteristic of the current configuration, closed-loop

operation implies the use of the correlation output to command the AOSLM input frequency. For many

multipath scenarios, it is not necessary to feed back the error signal into the correlator for such long

integration times. This was shown in Section 2. In addition, for feedback of the error, additional

software modifications will be required to update the weight estimate based on the new correlation

information.
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It is necessary to generate calibration coefficients relating delays and amplitudes in the AO

correlator to those in the AOTDL The AOTDL response was measured using the network analyzer

time delay feature and was found to yield a delay-to-AOSLM frequency ratio of 0.02 .s/MHz (see

Figure 3-16). For te correlator, the window calibration factor was 3.0 0s/512 pixels. Therefore, the

overall scaling between the two subsystems was found to be 0.28 MHz/pixel. A frequency offset and an

amplitude rate and offset were also entered to achieve cancellation at a nominal system condition, but

were not carefully calibrated.

During the May/June on-site support visit, the MADOP system was operated in single-step,

open-loop format and was able to cancel a wideband signal (0. 1-As pulse) on an 80-MHz IF with 10 to

15 dB of cancellation. Although this occurred, it was very noisy and oscillated between cancellation

and constructive interference as the tap estimate and tap power varied over several hundred kilohertz

and several tenths of decibels. For manual operation, the tap frequency and power were manually set

to achieve cancellation to determine the ability of the current AOTDL subsystem to cancel the 0.1-pjs

pulse.

Figure 4-5 shows the results of these initial measurements, taken in the manual

configuration due to system instability. Figure 4-5 (a) and (b) shows the input pulse spectrum and

the AOTDL output spectrum, respectively. The distortion of the pulse spectrum, especially for low

frequencies, is not understood at this time since the system frequency response was fairly flat over this

range (as measured on the network analyzer). Distortions exist that manifest themselves as ripple in

the frequency response of the system when the 7.5-gas delay line precedes the AOTDL These are sweep

rate and start/stop frequency dependent, and imply that reflections that interfere with each other in
the network analyzer are present. Figure 4-5 (c) shows the resulting cancelled signal after

recombination of the two waveforms in a Mini-Circuits ZSCJ-2-1 inverting combiner. Approximately

12 dB of cancellation was achieved over this 10-MHz bandwidth. For comparison, Figure 4-6 shows

the input and cancelled signal for a splitter/combiner combination with equal cable lengths between

the two devices and demonstrates a potential for about 32-dB cancellation of this waveform using these
components.

During the August/September on-site support visit, further manual cancellation of pulses

was performed. Figures 4-7 through 4.9 show cancellation for pulses of 500-, 200-, and 100-ns

duration, respectively. Approximately 20- to 25-dB cancellation of these pulses resulted with fairly

stable cancellation over time.

As mentioned previously, due to the inaccuracy and instability of the correlator delay

estimate, the stability of the single-step, open-loop performance was not good. Single-step, open-loop

cancellation was achieved at intermittent times and captured on the oscilloscope, an example of which
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is shown in Figure 4-10. It is seen that for this two-tone waveform, the two sideband tones are

cancelled at approximately 25 and 30 dB, whereas the carrier is not cancelled (the reason for the lack
of carrier cancellation in this experiment has not been determined). This demonstrates the promising

cancellation performance that should be achieved when the system is stabilized using the locking

circuit described in the next subsection.

4.3 SYSTISM STABILIZATION WITH A SINGLE-LOOP ELECTRONIC CANCELLER

Analysis was undertaken to determine the required tap accuracy based on the AO correlator

output. A first requirement is that the output from the photodiode in the AOTDL architecture, which

is at the 80-MHz IF, must be kept very stable in order to cance! the main channel signal at the IF.
Figure 4-11 shows this relationship, where Figure 4-11 (a) shows the power in the cancelled signal

for phase errors from 00 to 3600. This scale is expanded and put on a log scale in Figure 4-11 (b) to
show the cancelled signal power for phase errors from 00 to 20*. Note that at a phase error of 1.44",

the power is down 38 dB; at 2.889, the power is down 32 dB; and at 4.320, the power is down 28.5 dB.
This phase error puts an ultimate limit on the ability to cancel signals at the system IF, and implies a
required phase accuracy of the AOTDL architecture of better than 30 to achieve 30 dB of cancellation.

To achieve the high degree of phase accuracy in the AOTDL. the tap must be accurate to

within 3', or 0.104 ns at 80 MHz. For a 1-ps delay window for an AOSLM input covering a 60- to
100-MHz frequency spread, the system must be able to resolve the tap position to within one part in

9215, or an AOSLM input accuracy of 4.16 kHz. Therefore, a very accurate estimate must be achieved

from the data supplied by the AO correlator subsystem.

An alternative approach that appears to offer significant promise is to estimate the
correlation peak location and amplitude as well as possibly using currently implemented techniques,
and to then employ an adaptive system after the AOTDL to lock the phases of the two carriers together.

This is similar in concept to a sidelobe canceller architecture, which attempts to cancel the carrier of
the waveform without regard to the envelope, which is assumed to be a low bandwidth relative to the
inverse delay time. The combination of the MADOP with such a sidelobe canceller architecture was

suggested during the prior year's ESE effort (see Subsection 2.1.2 of Reference 1) but in a different

context. Several approaches to the locking circuit were proposed and analyzed, and the best approach
was found to be the classical single-loop adaptive canceller described in Reference 7. The operation of
this proposed locking system is described below.

A single LMS loop utilizing a single complex weight is shown in Figure 4-12. For the
MADOP application, the AOTDL output is multiplied by weight (w) then subtracted from the main
channel signal to create the error signal. This error signal is then mixed with the AOTDL output and
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integrated (with gain) to form the desired weight. The multiplication of the error signal with the
AOTDL output effectively implements a phase detection process. To effect the phase of a signal on a
carrier, the weight (w) must be complex. This is achieved by applying a quadrature hybrid splitter and
two weights as shown in Figure 4-13. The effective complex weight for the two real quadrature
weights (w, and wQ) is given as:

-jTan- 1 (wQ/w 1 ) (4-1)
w= w2 +,w~ (-1

AOTDL , ,
OUTPUT

W

k/s,

MMAI2NNCANNEL SIGNAL

ERROR
SIGNAL

TR-O92-o2-3014

Figure 4-12. Clasical Single-Weight LMS Loop

The architecture implemented in the hardware for this cancellation application is shown in
Figure 4-14. For this architecture, each output from the quadrature hybrid splitter feeds its own
phase detection mixers to derive the respective weights at the output of the two integrators. This
circuit was built during the October on-site support visit using the low-pass filter (LPF)/integrators,
described in greater detail in Appendix A, and other hardware purchased for this application. This
architecture performed very well during the on-site support visit, and cancellation on the order of 25
to 30 dB was achieved for both a sinusoidal input and a two-tone input. After attaining successful
initial operation, the circuit quit operating properly and was not again successfully operated on-site.
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Later efforts by Captains Ward and Keefer resulted in successful operation, possibly as a result of

increased gain applied to the weighted AOTDL output that subsequently feeds the subtractor.

A simulation of the algorithm described above was developed using Simulink (a high-level

graphical driver for MATLAB) to assess the optimum choice of LPF/integrator and the effects of

variable gain on the system cancellation performance. Simulink allows the user to code the simulation

at a block diagram level, as shown in Figure 4-15. Representative outputs from the display devices

shown on the Simulink layout are shown in Figure 4-16. It was found for all test cases that the use

of pure integrators in the feedback paths is preferable to the use of LPFs.

4.4 RECOMMENDED WEIGHT FUNCTION CALCULATION ALGORITHM

Even with the benefit of the single-loop electronic canceller, care must still be taken to

generate an accurate estimate of the correlation peak information. The following analysis suggests

improvements to the currently implemented peak-picking algorithm.

This problem is approached by first examining the AO correlator translation of the system

IF down to a lower IF for spatial sampling by the linear detector array. Let the input to a conventional

IF correlator be given as:

sl~t-d) =a1(t-zd)expf•21rffr(t-rd)J

1 (t d = (4-2)

and

s2 (t) = a 2 (t)expJ21dtfftl (4-3)

where al(t) and a 2(t) are complex modulations, fir is the system IF (80 MHz), and rd is the relative

signal delay. The correlation, as a function of correlation delay, is then given as:

T T
R (,d) f ' I (t) s2 (t--Ed ) d t falI (t-,[d) a; (t- zexp 1-j2nf) f( T d ] di-

0 0

= R12( T" d) exp 1[-12nf (•"-rd) (4-4)

where it is observed that the output is given as the cross-correlation of al(t) and a 2(t) with the

correlation peak and IF carrier shifted by Td. Also note that at the peak of an autocorrelation for which

al(t) and a 2(t) are the same signal (characteristic of multipath), the phase of the IF carrier will be zero.

This implies that the carrier will always peak at th. center of the correlation peak.

4-19



/w

0

w C

CL co

a z

0 N Coz A
8 CL

0

<- - t

) 02
C.)

0 C.)

C~l n

>- 0O

CL z

4404

CL cccm v



4.

u 2 -- 00• 4 . 1,,, A •Idll, AL &1 L A a ilk -UA & OLAA. I

(0-

-4 I I I I I

0.0 0.2 0.4 0.6 0.8a 1.0 1.2 1.4 1 .6 1.9 2.0

TIME (s) x 10"5

(a) Adapted Signal. Desired Signal, and Car-eid Signal

1.0'
(003

0.5-.,. °

-0.5'-

Lu

0 .5 - I , , I I ,

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1 .6 1 8 2.0

TIME (s) x 10"5

(b) 1&Q Channel Weights
TR412•OI-3017

Figure 4.16. Simulated Single-Loop Electronic Canceller Performance

4-21



I

For the correlator, the carrier frequency appearing spatially on the detector array is at a

different IF than the system IF. Mathematically stated:

T

R(,,d) =fs1 (t) exp Pitfa"Js; (t-,)exp [jnfb, dt = exp 123 fr] R12 (-d )exp[-j27df( -ld)] (4-5)

0

where fa is the difference between the system IF and the deterted spatial IF. Now the phase at the

correlation peak (- = td) is given by 2xfb% in radians. It is this phase that is used to calculate the

required tap position with high accuracy. At c = Td, the phase is thus 0 d, = 28f t. By measuring the

phase of the carrier at the estimate of the correlation peak, the delay can then be accurately

determined by:

rd = 4bd/ 2 xf8 (4-6)

A MATLAB simulation ("peakpk") Of this L . estimate technique is included in Appendix C,

and a representative output is shown in Figure 4.17. The system first estimates the correlation peak

location by using a tri-fit to the three highest periks of the absolute value of the correlation. The

correlation is then downconverted in in-phase and quadrature (I&Q) zhannels to obtain both the

correlation magnitude and phase. The two reference oscillators are obtained for a zero-delay

autocorrelation of the 80-MHz carrier. The equivalent spatial frequency of the 80-MHz carrier and the

resulting lower frequency spatial carrier are required as inputs, together with the correlztion peak

location (for simulating the correlation signal) and the correlation width (between zeros of the sinc(x)

function). The phase of the correlation is then used in the above equation for caiculating Td, which is

periodic at the frequency of the spatial carrier. Two values of d are calculated that straddle the tri-fit

peak estimate, and the closer of the two values is selected for the tap. For the case shown in

Figure 4-17, the absolute value of the correlation is plotted, together with a magnified version

centered on the true delay. The tri-fit estimated the peak position to be at 298.03 for an actual offset

of 297.40. The magnitude and phase are then calculated and plotted, the phase is measured at the tri-

fit correlation peak location, and the precise delay is calculated, in this case, correctly. For this method,

about I in 20 tap positions results in erroneous tap estimates. In all cases, the tap e timate is off by

l/ff, because the phase measurement is exact.

A version of the simulation ("peakpknsy") was also developed that adds zero-mean Gaussian

noise to the correlation value before processing. Figure 4-18 (a) through (W) shows the effects of this

Gaussian noise. As the noise variance increases, the tri-fit estimate becomes worse, and the final delay

estimate hops to a new value. This new value is off by approximately a multiple of 1/f6, but is not at
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Figure 4.17. Enhanced Peak Picking Results

4-23

1~]

• I •



a =9.200, k= 30.000, OFFSET = 297.400 PEAK AMPLITUDE = 1.041
__01_ PEAK POSITION = 298.105

0.8- 0.8

0.6 0.6

0.4- 0.4-

0.2 0.2-

0. a Io0. .
200 400 290 36 30

(a) Correlation Output (b) Region Between Central 4 Zeros

PHASE AT THE CORRELATION = 0.982 rads
PRECISE DELAY 297.400. VAR = 0.005

0.4- 2-

0.3

0.2-

0.1 .2"

0.0..
0 200 400 2A0 360

(c) Magnitude of Correlation (d) Phase of Correlation at Correlation Peak

TR-2-OoM.3O19

Figure 4-18. Noisy Peak Picking Results

4-24

!_~~



PEAK AMPLITUDE = 1.062
a = 9.200, I = 30.000, OFFSET = 297.400 PEAK POSITION = 298.326* 1.0 1.0'

0.8- 0.8

0.6- 0.6-

0.4- 0.4-

0.2 0.2-

0.0.JA.L4 -- 1 0.0.
0 200 400 20 0 3

(a) Correlation Output (b) Region Between Central 4 Zeros

PHASE AT THE CORRELATION = 0.981 rad,
PRECISE DELAY = 298.887, VAR = 0.010

0.4 2-

0.3-

0.2-

0.1 -

0.0 200 40o 2o 360 3

(c) Magnitude of Correlation (d) Phase of Correlation at Correlation Peak

TR-92-OOI3020

Figure 4-18. Noisy Peak Picking Results (Continued)

4-25



PEAK AMPLITUDE = 1.071
a = 9.200. k = 30.000, OFFSET = 297.400 PEAK POSITION = 300.426

1.0

0.8- 0.8

0.6- 0.6-

0.4-046

0.22

0. 0.

026 4O 2200 3k

(a) Correlation Output (b) Region Between Central 4 Zeros

PHASE AT THE CORRELATION PEAK = 0.974 rad,
PRECISE DELAY = 300.375, VAR = 0.050

2-

0.4"

0.3

0.2-

0.1-

0.0. 002C6 400 2ko 360 30
(c) Magnitude of Correlation (d) Phase of Correlation at Correlation Peak

TR-W.-0•26-.02

Figure 4-18. Noisy Peak Picking Results (Concluded)

4-26



exactly such a multiple since the phase measurement is now noisy. These calculations show the effects

of correlation noise, and should provide requirements for AO correlator stability.

Based on this analysis, it is recommended that the following procedure be followed:

1. When the correlator system is ready to collect and process data with the zero-delay
position of the correlation at pixel 256 (this may be difficult to know exactly), and the
window span is known accurately (in order to determine the 80-MHz equivalent spatial
carrier using the equation 1/fr= (80MHzXtime window)/(52 pixels)), insert a zero-delay
80-MHz carrier. Collect this output and perform the correction processing (background
subtraction, bias removal, gain nonuniformity removal, etc.) but not the absolute value.
This acts as the in-phase reference oscillator.

2. Measure as accurately as possible the spatial carrier frequency in units of cycles/pixel.

3. In memory, shift the in-phase reference oscillator by 9 0* to obtain the quadrature
reference oscillator. As a test of the accuracy of the phase shift, multiplication of these
two functions followed by low-pass filtering (fast-Fourier transform (FFT), window, and
inverted FFT) and taking the absolute value should yield a very small-valued vector.

4. Collect the test signal correlation and, after performing the correction processing,
perform a tri-fit (or other fit) to the absolute value of the correlation to obtain the frst
delay estimate.

5. Using the bipolar correlation, downconvert in I&Q channels to obtain a phase
measurement at the tri-fit delay position.

6. Using the algorithm described above, calculate the new estimate of the delay position
and convert to a frequency to drive the AOTDL system.

The penalty for using this algorithm is the increased computations required to calculate the

new estimate of the delay position, including down conversion in I&Q channels, and the additional

requirement for a p-iorn measurement of spatial carrier parameters. It is recommended that before

this algorithm is implemented, the MADOP system be evaluated using the single-loop electronic

canceller to assess performance without the above enhanced accuracy tap position estimation.

(Reverse Blank)
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5. CONCLUSIONSAND COMMENDATIONS

Progress over the current and prior ESE efforts has been steady and on track for

demonstration of the MADOP in FY93. A number of the challenges to making the system compatible

with insertion into the C-band radar test-bed in the OC Surveillance Directorate at Rome Lab have

been successfully met. Several activities remain to be completed as described below. Some of these

activities are near term (bold type), while others are fairly long term.

OPTICAL SUBSYSTEMS

1. Implement the large aperture AOTDL subsystem using a slow-shear TeO2 cell for the
AOSLM and the new lenses.

2. Generate the calibration coefficients for the two subsystems.

3. Generate a look-up table of amplitudes versus tap frequency to equalize any
nonuniform frequency response of the AOSLM.

RF SUBSYSTEMS

1. Further develop the single-loop electronic canceller circuit described in
Section 4 and Appendix A.

2. Provide computer-controlled switches at the two correlator inputs to perform automatic
background subtraction.

3. Provide AGC control of the RF inputs to the correlator.

4. Feed the error signal back to the correlator for high-speed operation when short
integration times are practical.

DIGITALICOMPUTER INTERFACE

1. Develop automatic algorithm for background subtraction with switches at the RF inputs
to the correlator to turn one signal off at a time.

2. Keep tri-fit algorithm constrained to a region around the peak to avoid using
points from separate correlation peaks that appear in the window.

3. Select only those peaks that are within the window of the MADOP, as set by the

window of the AOTDL subsystem (central 1/3 of correlation window).

4. Configure the system to handle multiple taps.

5. Configure the system to handle feedback of the error signal to update the tap weight
information.

6. Develop algorithms to utilize the AGC information in the tap amplitude calculation.
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The primary advantage of the MADOP is cancellation of multipath delays much greater than

the inverse signal bandwidth, which negates the effectiveness of classical sidelobe canceller systems.
Because of our studies using the Block-LMS and OJC simulations, we feel that there is significant
potential for the MADOP system in realistic scenarios. This is especially true when the environment

is predominantly stationary over millisecond timeframes. In these cases, the single-step open-loop
approach (residual error is not fed back to the correlator) should offer satisfactory cancellation
performance due to the accurate estimates of the multipath delays and resulting tap positions. For

severe multipath environments consisting of significantly greater multipath in the auxiliary channels

than in the main channel, cancellation will be difficult for any adaptive system.
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APPENDIX A. ANALOG DESIGNS FOR SINGLE-LOOP ELECTRONIC

CANCELLER

A.1 ANALOG SINGLE-LOOP ELECTRONIC CANCELLER

Figures A.i and A-2 contain, respectively, block and circuit diagrams of the electronic

canceller discussed in Section 4. The two figures are similarly drawn so that it is possible to see where

the various splitter/combiners and mixers were used to represent the various functional pans of the

block diagram. All of the splitter/combiners and mixers are manufactured by Mini-Circuits. These

were chosen on the basis of their availability in the Photonics Center. The error signal circuits shown

in the figures will be discussed below.

The canceller operates at the OJC IF of 80 MHz, except for the error signal circuits, which

operate at baseband. The 80-MHz IF is the reason that the junctions of Figure A-I were implemented

with splitters, the summers were implemented by combiners, and the multiplication operation was

implemented by mixers. The interconnects between the components were effected through the use of

coaxial cables because of the prototype nature of the system. This led to a cumbersome implementation

that was very difficult to troubleshoot. It is suggested that future implementations use some type of

breadboard configuration to reduce the size of the canceller and increase its reliability.

When the canceller was implemented, its operation was very sensitive to the signal levels at

various points in the circuit. This was caused by limitations on the various mixers and splitter/

combiners that were used. For example, situations were encountered where the error signal circuits

saturated the mixers and where signal levels at other places were too low to support proper operation

of the components. After getting the circuit to work on the second day of a recent visit, the time was

spent trying to determine the source of the difficulties so that Photonics Center personnel could make

the circuit work.

Captains Keefer and Ward modified the circuit depicted in Figure A-2 to produce the circuit

depicted in FigureA-3. As can be seen, the major modifications were the inclusion of some

attenuators, some filters, and an amplifier. For purposes of monitoring system operation, splitters

were added. One of the two-way splitters was replaced with a three-way splitter. It is assumed that

the unused terminals of the monitoring splitters were terminated in 50-4 loads. Captains Keefer and

Ward indicated that the canceller worked well when implemented as shown in Figure A-3.

FigureA,4 contains a functional schematic diagram of the error signal circuits of the

electronic canceller. Two such circuits were constructed, one for each of the I&Q channels of the

canceller. The circuits were constructed using the LM308 operational a~nplifier. This amplifier was

chosen because it was available in the Rome Laboratories Stores Facility. Since the error signal circuit
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operates at baseband and does not need to support large bandwidth signals, almost any other

operational amplifier would have been suitable.

The first portion of the error signal circuit, the left operational amplifier of Figure A-4, is an

LPF with a cutoff frequency of 10 rad/s or 1.6 Hz. Its main components are the 10-kf input resistor

and a parallel combination of a 1-gF capacitor and a 100-kQ resistor. The choice of cutoff frequency

and selection of components was driven more by availability of components than system requirements.

I P/

TR-4-01-302k

Figure A.4. Error Signal Circuit

Originally, it was intended that the LPF would be an integrator. However, for the prototype,

this implementation caused problems because operational amplifier offsets were integrated and

caused the integrator to saturate when not connected to the circuit. For the prototype, it was intended

that the LPF would be used while the electronic canceller was stabilizing. After the canceller was

stabilized, the LPF would then be converted to an integrator by removing the 100-kfl rcsistor from the

feedback path •f the first operational amplifier. This was done the one time that the canceller was

made to work. When the LPF was converted to an integrator, the circuit remained stable and the

cancellation seemed to improve, as expected.
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From a theoretical perspective, the error signal circuit should be an integrator. This

configuration forces the error signal (e(t) in Figure A-1) to have a steady state value of zero, which, in

turn, will cause the AOTDL phase to exactly match that of the reference, in a steady state. This, in

turn, should maximize the jammer cancellation ratio. In practice, the tradeoff between using the LPF

and integrator should be performed through laboratory experiments and verified by theoretical

analyses. This was not possible under the current ESE effort because of time and funding corstraints.

The potentiometer following the LPF is used to adjust the gain of the error signal circuit that

will affect the response time of the electronic canceller. The value of 1 l•'% was chosen to minimize the

loading on the LPF output and to be less than the inpt.L impedance of the buffer amplifier.

The second operational amplifier of Figure A.4 is configured as a sign inverter and buffer.

The resistor values -vere chosen to provide unity gain and not load the I-kW potcntiometer.

The 33-pf capacitors on the two operational amplifiers provide frequency compensation. The

values used were based on recommendations in the linear circuits handbook containing the

specifications on the LM308 operational amplifier.

Each error signal circuit was constructed on a 2-in. by 3-in. protoboard. The protoboards

were installed in a chassis, and connections to the other parts of the circuit were effected through the

use of BNC connectors. Two :t1O-V power supplies were used to supply the 10 V reeded by the error

signal circuit.

A.2 TUNABLE LPF DESIGN

A critical component of the LMS canceller is the LPF/integrator. This subsection describes

the design of a tunable LPF which, although not implemented, may provide useful results. To provide

a flat passband with a sharp cutoff, sixth-order Butterworth filter was selected. A passivc filter design

was excluded from consideration due to the large size of the components needed to produce a low cutoff

frequency (f,). For example, to attain an f, on the order of 1 kHz, a passive Butterworth filter would

require capacitors and inductors on the order of a few microfarads and tens of millihenrys, respectively.

For this reason, an active filter was specifically designed as a sixth-order swit~hed c~pacitor

Butterworth LPF. The switched capacitor technique allows a clock tunable f, that enables fine-tuning

of the filter while operating in the LMS canceller. Figure A-5 shows block and pin diagrarrs of the

NSC sixth-order switched capacitor Butterworth LPF chip ipart number MF6CN-50) that was used in

this design. The fc of the chip, which can be controlled internally or by an external transistor-transistor

logic (TTL) or complementary metal oxide semiconductor iCMOS, logic clock, can range from 0.1 Hz to

20 kHz and is equal to one-fiftieth of the clock frequency The chip also offers two iniep :ndent CMOS

operational amplifiers (op amps), which were not used in the LPF design.
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The fAlter was designed to accept a TTL clock to control f,. The voltage range of this clock

was :2.5 to i7 V and, as stated previously, the clock C'requency was 50 times f, This clock was input

to pin 11 via a BNC cable. A BNC cable was also connected to pin 8 for the LPF input. Pins 6 and 10

were connected to +5- and .5.V power supplies, respectively. These pins were decoupled by connecting

a 0. 1-piF capacitor between each pin and ground. A common ground (pin 5) was wed throughout the

design. In addition, pins7 and 12 were tied to ground to select zero dc offset of the filter output and a

17L clock input, respectively Pin 3 provided the output of the LPF. Cumplete descriptions of all 14

pin- are given in Table A.)

The LPF output could not drive a 50-0 load (i.e., a BNC cable), so the signal was buffered by

>an NSC Fast Buffer Amplifier part number LHOO33G). Figure A-6 shows a connection diagram for

this chip The input to this chip :pin 51 was connected to the output of the LPF. Pins 12 and 10 were

c.n :,tctt'd to + 15- and - 15.V power supplies, respectively. Also, pin 12 was tied to pin 1 and pin 10 was

ted to pin .9 :each throug1h a I jw - & re- -tori. and pins 1 and 9 were decoup~ed by connecting a 0.1-4F

c;ipacitor between ,ach pin ,id ground. In addition, pins 6 and 7 were tied together to disable the

!,?t.t voltagr adju:t. A BNi". ,ilc rovided the output of the huffer amplifier via pin 11. A complete

.Ji.natic l" thn, [LF de: . -hown in Figure A.7



Table A-i. Pin Descriptions

Pin Description

FILTER OUT(3) The output of the LPF. It will typically sink 0.9 mA and source 3 mA and
swing to within I V of each supply rail.

FILTER IN (8) The input to the LPF. To minimize gain errors the source impedance that

doves this input should be less than 2k. For single supply operation, the

input signal must be biased to mid-supply or ac coupled.

V.ADJ (7) This pin is used to adjust the dc offset of the filter output. if not used it must

be tied to the AGND potential.

AGND (5) The analog ground pint. This pin sets the dc bias level for the filter section

and the noninverting input of opamp #1 and must be tied to the system

ground for split supply operation or to mid-supply for single supply

operation. W'hen tied to mid-supply. this pin should be weil bypassed.

%',,, 14), INVI 113, %,,1 is the output and INV1 is the inverting input ofopamp 01. The

nonin'ert;ng input of this opamp is internally connected to the AGND pin.

V,, (20), INV2i 14M, %Irt is the output, INV2 is the inverting input. and NINV2 is the
NINV2(1) noninverting input of opamp 02.

V*(6) V(10) The positive and negative supply pins. The total power supply range is 5 to

14 V. Decoupling these pins with 0 l-pF capacitors is highly recommended.

CLK IN t9) A CMOS Schmitt-tagger input to be used with an external CMOS logic level

clock. Also used for self-clocking Schmitt-trigger oscillator

CLKR i nii A TTL level clock input %% hen in split suppi. operation -Z.5 to :7 Vi and L.

Sh tied to, ,st.em grouno This pin .uvome- a .- % impedanc- output when L.

Sh is tied to V. Also used in conunctio.n wtii ii,. CLK IN pin for a self.
ciocking Schmitt.tngger osciliator

L.Sh 1 12) Level shifl pin, selects the logc threshold leveis tor the desired clock. When
tied to V it enaoles an internal trn-state butler stage between the Schmitt

trigger and the internal clock level shilt stige thus enabling the CLK IN
Schmitt-tnr, er input and mak:ng the CLK R pin a iow impedance output.

When the voltage level at this input exceeds 1254'1 '*- V " + V) the internal

tri-state buffer is disabled allowing the CLK R pin to become the clock input

for the internal clock 4eei snift stage The CLK R threshold !eel is now 2% V

above the voltage appiied t.. -he L Sh pin [)rn. .- CLK R pin with TTL
?e~e's can be accomphlihed tnrouir -:- o., -- , - ,pphes and b% tving the

L Sh pin to s%stem grouna

SOURCE: ReferenceI
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Acousto-optic tapped delay line filter

Robert J. Berinato

Dynetics, Inc.

1000 Explorer Blvd.

Huntsville. AL 35806

ABSTRACT

An acousto-optic tapped delay line finite impulse response filter that operates at a system

intermediate frequency without requiring a reference optical beam is introduced. Principles of

operation ane theoretically derived and used to model the system frequency response and multiple

tap crosstalk performance. As an element of this derivation, a focused optical illumination of a

diverging acoustic wave is analyzed. Experimental results am also provided for a multichannel

acousto-optic tapped delay line operational over a 10-MHz bandwidth at an 80-MHz intermediate

frequency.

Key Words:

tapped delay line filters, acousto-optics, Bragg cells, delay lines, heterodyne detection, optical

processing, signal processing
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I. Introduction

Tapped delay line structures are an integral part of many analog and digital signal pm,.' -sing

architectures. Convolution with arbitrary filter functions is possible with tapped dela iines by

weighting the tapped signals and summing the resultant weighted and delayed signals. ,. '.Arrent

analog delay lines are either characterized by fixed delay lengths or discrete fixed tap positions.

Acousto-optic (AO) analog delay lines can be externally tapped through the use of laser

illumination that is spatially modulated by the desired filter weight function, and both continuous

and arbitrarily spaced tap positions can be accommodated. AO delay lines are available having

bandwidths from 10 MHz to greater than 1 GHz with time-bandwidth products on the order of 500

to 2000.

In this paper, an AO tapped delay line filter is presented together with performance analysis

and experimental results. The motivation for this fitter development is as a component of an

adaptive signal processing system for canceling multipath interfering sources from a desired main-

channel signall. The AO tapped delay line filter can be viewed as an AO point modulator that is

tapped by a second AO cell that acts as a spatial light modulator (SLM). The resulting diffracted

beams from the tapped delay line are heterodyne detected and result in the desired filtered signal

and other out-of-band biases. An electronic reference input into the tapped delay line is also

considered, and may offer enhanced signal reconstruction efficiency for some applications. An

approach to implementing infinite impulse response (TIR) filter functions using two AO tapped

delay lines filters is also introduced. Analytical and experimental results are presented that address

the filter frequency response for a single tap and two taps, arid the more general multiple tap

condition is analytically derived.

In Section 11 we describe the AO tapped delay line filter architecture. As pan of this

description, an AO SLM corcept is oresented that allows for tuning of the tap positions and

adjustment of the complex weight amplitudes. Section [M introduces three architectural variants of
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the system, namely an electronic reference implementation. a multichannel AO tapped delay line

filter for accommodating multiple input signals, and a conceptual IIR filter approach. Section IV

provides an analysis of the tradeoff between AO SLM tap resolution and number of taps, an

analysis of the impact of intermodulation products, a summary of the effects of focused tap beams,

and a derivation of the theoretical frequency response of the processor. Section V summarizes the

experimental work in terms of single-tap frequency response and two-tap frequency response, and

conclusions are provided in Section VI.

II. System Layout

Fig. 1 shows a general tapped delay line filter. In this layout, the signal to be filtered is tapped at

multiple delays and weighted at each tap to generate a filtered outpu. Given a signal, s(t), and a

weight function, w(lr, the output from the tapped delay line filter forN taps will be given by

N
y(t) = w( riwst- ri)(

i=,I

Thus for a single tap at delay rk the output is a delayed version of s(t) and is given by

y(t) = w(Fk)S(t-A) (2)

or equivalently in the frequency domain as

YLI) = w( ?k) J s(r-fk)exp(-j2Krft)dt = w(Tk)S(f)exp(-j2jrfrk) (3)

which has a linear phase shift as a function of frequency.f. and delay, ik.

The non-recursive structure shown in Fig. 1 implements a finite impulse response (FIR)

filter that has a frequency responses composed of only zeros and no poles. The AO

implementations presented in this paper utilize an AO cell driven by the signal to be filtered as the

delay line element, and a second AO cell to produce the taps. The resultant tapped and weighted
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outputs are then collected onto a photodetector. The input to the tapped delay line filter is at an

intermediate frequency (IF), and the filtered output is maintained at the system IF. A single tap

placed at a given position in the delay line therefore produces a given time-delayed version of the

input signal.

A conceptual layout of the AO tapped delay line filter is shown in Fig. 2 for the general

case of a multicnannel system. An AO SLM is driven with the filter tap information and

illuminated with collimated light at the Bragg angle. In the development below, the tap weight is

the square of the amplitude of the frequency input to the AO SLM, and is always positive and real.

For most filtering applications for which the signal to be filtered is at an IF, this positive and real

weight is sufficient. For example, a phase shift of 0 degrees can be approximated by shifting the

tap position by an amount equal to 0 degrees of the IF carrier. The diffracted light from the AO

SLM is transformed to provide the spectrum of the AO SLM across the aperture of the AO tapped

delay line device. In order to fully illuminate the AO tapped delay line and thereby achieve the

maximum delay line length, the effective focal length of the Fourier transforming optics must be

sufficiently large. This illumination of the AO tapped delay line represents the filter weighting

function. The diffracted and undiffracted beams from the AO tapped delay line are heterodyne

detected resulting in the filtered signal on the output of the processor given by Equation I.

The AO SLM operation will frst be describea followed by the developm: nt of the AO

tapped delay line opemation. Several key design considerations will then be presented.

A. AO SLM Description

In our architectum, a tap is generated by injecting a tone into the AO SLM and forming a spot in the

frequency plane of the AO tapped delay line. The comparison of the AO SLM approach to other

SLM technologies for generating a weight vector for tapped delay line filters has been recendy

reported on 2. We write the input to the AO SLM as
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N

f(t) = • ajcos2x f3 i, (4)
j--I

where ai andfs are the tap amplitude and frequency (subscript s devnes SLM input to distinguish

it from the AO tapped delay line input to be described later). We exclude the diffraction efficiency.

input optical beam amplitude, and other amplitude factors arising from Fourier transform

operations in the following development since they are not critical to an understanding of the

system. The signalf(t) drives the AO SLM to form a diffracted +1 order beam given by

N

f(t,x) = w(x) W ajexp[J2 )rfsi t - v-Xm) (5)
i=!

where v.slm is the acoustic velocity, Tsl, is the acoustic time aperture, and w(x) is the apodization

function characterizing the AO cell window. The nonuniform frequency response of the AO SLM

is included in the coefficients aj, and can be electronically equalized prior to entering the AO cell.

As shown in Fig. 2. lens LI. having an effective focal length F1 , forms the magnified Fourier

transform of Equation 5 for illumination of the AO tapped delay line. This Fourier transform

illumination can be written as

N

F(t,= ai + w(U{ xjj2rfsj(t - ILM (6)

where r is the spatial coordinate in the plane of the AO tapped delay line and W(V) represents the

unscaled transform of the apodization function. Fora single tap, this function W(r) will be a

sharply focused tap beam conta'ning a large spread of input angles.

B. AO Tapped Delay Line Filter Description

The signal to be filtered is input to the AO tapped delay line and. can be expressed in terms of a

Fourier expansion given by
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s(t) bjcos(2x ftjt + 0j) (7)

where bj and j are the amplitudes and phases of each input tapped delay line frequency component

ftj. This signal expansion is useful in order to derive the frequency response of the system and to

visualize the design factors involved in modifying this frequency response. In analogy to Equation

3, for a single tap the output should be given as

M
y(f) = , bjexp(jO,)exp(-j2rfhjk)exp(j2 xf jt) ()

where rk is the tap delay.

Employing the illumination function given in Equation 6, and again selecting the +1 order

diffraction, we obtain the diffracted amplitude field

s(t,T) = 7_ I. ajWs !-+ -f-xp 2jfsi -
i- i-I IyFI vslmJX4J)~L 4  2,

x bjexp(ioj)ex j2rxfly~ T-d + 2.L) (9)

where vd and Td" are the tapped delay line velocity and time aperture. The term W,(/) represents

the weighted angular spectrum of the tap energy that is Bragg matched to the acoustic wave for. a

focused tap input 3. The constant phase terms dependent on Th. and T& can be neglected below.

Lens L2, having focal length F2, proceeds to generate the Fourier transform of this amplitude field,

N M
s(tx) = . Y aibjexp(j*,)exp[j2x (Fi + fI)t]i-- I •,i-

x fW{-L7 + J- L.xpO2nhfj/Tvd,)expO2x rrIAF2)dr (10)

(the sign of the Fourier exponential is now positive to correspond to the definition of the coordinate
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system) to realize the detector illumination

N M ( f ~ftj 1 F I
s(tx) = Y Yaibjxp(joj)ex -j2  X fsImFI "

i=- j~I vslmvd x F2vslm

x fL + AftL)I xp[j2 ir (f1j, + fs a)I1 (I1

To simplify this notation, we define a position independent phase shift

= -2m fsifli Fr (12)VslmVdl

which is dependent on both tap frequency and signal frequency. This phase term, which is linear

in signal frequency, generates the desired fime delay of the reconstructed signal for each tap

position (see Equation 3). The signal beam at the detector is thus represented as

s(tx) = •. aibexp[j(Oj + A Oo)]ex j2x EFIvx
j-1 ,=P F2vsl

X W ýL.,+ AffF ~xp[j2ni f~j + fsz)i] (13)

The undiffracted beam is also made to illuminate the photodetector, and acts as the

refcrence beam to generate the heterodyned filter output. This undiffracted beam is given by the

Fourier transform of the AO tapped delay line illumination, accounting for the amplitude depletion

due to the diffracted signal beam3 . This undiffracted beam is thus represented at the photodetector

as

IV

where wjx) denotes the image of the AO SLM apemrtur with a weighting due to diffraction

depletion. We note that this beam is similar to the diffracted signal bearn, except that they:

1. Differ in position by an amount AfjjF 2 /vdj;
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2. Differ spatially due to the diffracted beam shape and undiffracted beam depletion region;

3. Differ in temporal modulation by the AO SLM input signal; and

4. Have a tap frequency and signal frequency dependent phase shift of the temporal

modulation resulting in time delay.

C. The Detected Output Signal

The heterodyned filter output is the magnitude squared sum of the diffracted and undiffracted

beams given by

L12

d(t) J [ L(rx)12 + lu(t:x)12 + 2Rels(tx)u*(t~x))]dx (15)

where L is the detector size. The third component of this detected signal is the desired output and

is separated in frequency from the first two baseband components. Using the results of Equations

13 and 14, and ignoring the baseband components. this desired output is expressed as
L12 N M Fflix

dr= f R;e( j~a~bjcxp~j(0j +,de 2; j__
-L12 izi j=#1 Pj F2VSIm YS F2  vdI )

N

X exp[,2 x (,j + fF,)t]w.-- akx 2 f Fxxp(-j2Xskr W, (16)fsL 2Iu(-LJ:aherir F2VsIJX( 2 fk))r(6
ka

There are two cases arising in Equation 16 depending on whether i=k or *s. For i=k, we have

our desired result

N M
d(tji=k) = Re(I aX b, exp[Xsj + A0dj)]exp2xfijt)

x 'Fws(L÷ IVI')i(yi (-17)
-L12
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-or :he case ur ixk. we find mnat cross terms result given by

N q, N

S= Re(" I Z aiakbexp[i($j + A Oij)]xp[j2r (fq + fsi fsk)1

.12
WsI ,Arft 2x J I FsaIhk (8

-LD2

which appear within the band of the desired output at the output of the photodetector.

It is helpful at this point to examine Equations 17 and 18 in terms of the AO tapped delay

line properties. First, the ith tap in Equation 17, having the weight a,2, creates a delayed signal at

the IF given by Equation 8 and weighted by the overlap integral. For multiple taps, the output is

composed of multiple delayed and weighted replicas of the input signal, each weighted by the

overlap integral. We also observe that the overlap integral is a function of AO tapped delay line

input frequencyfij, and as a result conuibutes to ihe f-equency response of the system. Finally,

Equation 18 represents the cross terms that result from closely spaced taps, each of which is offset

from the IF by the tap difference frequency input to the AO SLM. The overlap integral is now seen

to oe a Fourier transform of the product of the two weighted apodization functions, and proides a

measure of the degree of crosstalk for a given tap separaUonfm -fsA, and AO tapped delay line

input trequency, ft.

D. Design Constidermons

The selection of AO devices .xd lenses is critical to the performance of the AO tapped delay line

filter In this suosecton. criteria for selection of key components will be provided and

representative exampies will be given. The performance of the system as a function of the design

parameters will be desaibed in mome detail and simulated in Section IV.

The selection of the lens LI will first be considered. This lens must form the Fourier
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transform of the AO SLM at the plane of the AO tapped delay line. This selection. is primarily

driven by the total tapped delay line filter length, Tdj. As given in Equation 6, the position of the

spots in the plane of the AO tapped delay line are (recall that r is a distance coordinate i.L the upped

delay line plane)

IJ iIe
S= ¥_ _. (19)

" order to span ihe total tapped delay line fdter length for a bandwidth of inputs to the AO SLM,

Bs,,, the effective focal length must satisfy

FI = Tdlvdtvsim (20)

In addition, th: heterodyne output efficiency is dependent on the overlap integral given in Equation

18. We thus desire to have the center of the diffracted spot, ws(x), lying within the undiffracted

spot, wj(x). This sets a minimum requirement that one-half the width of w(x), i.e., v,,mT,,,/2 at

the AO SLM, be equal to the offset of the diffracted spot. Thus

= VjsmTyrsmF2
via = 2F (21)

Combining Equations 20 and 21 we find thct a fundamental requirement on the AO SLM is that the

time-bandwidth product satisfy

B.imTsl, = 2fTjrd . (22)

It is also possible to impose an angular offset of the input tap beams so that the Bragg angle occurs

on the edge of the angular input spectrum. This results in an undiffhcted beam that is depleted

from one side of the beam (rather than the center of the beam as assumed in the above equations),

and therefore allows the diffracted beam to be offset from the undiffhaced beam depleted a=&a by

an amount approaching the full width of w1/x). This approach can offer a wider frequency

response and is described in more detail in Section IV.



An additional design consideration arises from the desire to minimize the effect of the

cross-terms given in Equation 18. The overlap integral is seen to be a Fourier transform in this

case. We assume for now (more exact derivations will be provided in Section IV) that the

illumination due to the beam overlap is uniform and overfills the photodetector, and write the

overlap integral as:4

Nsf35 ,sk) = Jrect(xIL)exi -j2 x v . I.dX (23)

We therefore find that the overlap integral defining the heterodyne efficiency of the undesired

cross-terms reduces to

P(fsi -fsk) = Lsinc[L F -fu k)1 (24)

where sinc(3) = sinxr1/,r3. Thus the minimum AO SLM input frequency separation can be set

such that we achieve the first null of the sinc function (03=1). We therefore find that the minimum

A 0 SLM input frequency separation is given by

ffrF2v3 lm

fsi -fsk - L.F; (25)

It is observed that to maximize the tap resolution the detector size must be as large as possible,

preferably matching the overlap rcgion dimensions. For sharply focused tap beams the detector

size should be on the order of the diffracted beam size for a wideband signal input, which will be

smaller than the undiffracted beam size as detailed in Section IV.

I11. AO Tapped Delay Line Design Variants

Several variants are possible based on the design presented in Section 13. These include the

addition of an electronic refernce tone at the input to the AO tapped delay line to potentially

improve heterodyne efficiency, the extension of the architecture to multichannel operation, and the
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use of two AO tapped delay lines and feedback to generate arbitrary FIR filter responses. Each of

these design variants will now be describA.

A. Electronic Reference Option

One technique available for potentially improving the efficiency of the fil:ering process is to employ

an out-of-band elec-'o-nic reference. This electronic reference plays the role of the undiffratczed

beam in the above development, but generates a beam at the photodetector that may have greater

overlap with the diffracted signal beam. The output generated by the heterodyne detection of the

electronic reference and signal beams will now appear, not at the system IF, but rather at the

difference between the system IF and the frequency of the electronic reference. This result is

mixed with the electronic reference tone to bring the desired filtered signal back up to the system

IF.

We let the electronic reference input to the AO tapped delay line be given as

r(t) = ocos(2zfet) (26)

which results in the diffracted electronic reference beam at the detector

~~~~f r~e __l.+fF N • "
r(t,x) = N F (hr (

where AO. is given by Equation 12 withr /replaced byfe. Adding this illumination to the

previous detector illumination, we have the resulting output detected signal given by

L12

d'(t) = d(t) +._ [ V0r,0 + 2ReIrftx)u*(tz)) + 2Re (s(rtx)r*(tx)) ]dx (28)
°L2

where d(l) is given in Equation 15. The final term is the term of interest with all other terms being

out-of-band with this term. We write this desired term, d,,(t), as
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N M

der~i'~k) =ReCIX aj21 bj exp[j(Oj + A~ij - A~ier) ]exp[j2z(f, -fer)t]
i4 =l ,

.12

X fw'S F 2 + A L ,F,• + J-''- " (29)

Cross-terms similar to Equation 18 will also resul, ior this architecture.

The impact of employing the electronic reference approach is a greater spatial overlap of the

two heterodyned beams, as given by the integral in Equation 29. The key drawback of this

approach is the loss of the true time delay properties of the delay line. This is a result of the phase

term, A~j - AO.., which is proportional to tap position and the difference frequency.ftj -fe.

Thus, the phase term is not proportional to the signal frequency but rather to the difference

frequency, resulting in a proportional phase shift of the signal carrier frequency within the signal

envelope. This limits the electronic reference approach to incoherent applications not requiring true

time delay of the signal, but rather just true time delay of the envelope magnitude.

This non-true time delay property of the electronic reference approach also occurs for time

delay architectures that employ a reference beam (not coincident with the undiffracted beam) to

interfere with the diffracted beam. This is not an obvious result but follows rather from the

mathematics provided above, and has not been recognized in earlier writings5. If the reference

beam is given a phase delay through addition of path length (for example with a piston-action

mirror), true time delay can be achieved as has been demonstrated for a beaunforming appfication6 .

B. Multichannel System Architectur

For a number of signal processing applications, multidimensional filtering is desired. For these

cases, multiple signals are simultaneously filtered and the resultant system output is the sum of the

individually filtered input signals. Each irput signal passes through its filte with a given impulse

response.
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This multidimensional filtering can be achieved in a compact architectum by capitalizing on

the three-dimensional nature of optics. Multichannel AO cells replace the single-channel AO SLM

and the AO tapped delay line to allow simultaneous input of multiple filter functions and multiple

signals to be filtered. All of the resultant diffracted and undiffracted light from the multichannel

AO tapped delay line is transformed (focused) onto the photodetector resulting in the desired

multidimensional filter output. Such a filter is shown in Fig. 2.

The required optical system for the multichanrel architecture has several demanding

aspects. The input to the AO SLM is now composed of plane wave illuminations for each of the N

channels. In order to optimize the amount of light being diffracted, it is desirable to employ a

beamforming system that forms N collimated sheet beams that match the AO aperture function.

This can be achieved through a beamsplitting configuration, or through the use of holographic

Lratings. At the output of the AO SLM, anamorphic optics must be used to 1) image the AO SLM

acoustic columns onto the AO tapped delay line acoustic columns in the direction orthogonal to the

acoustic propagation direction, and 2) form a magnified Fourier transform of each AO SLM

diffracted beam to generate each of the N tap weight functions. An anamorphic system of lenses

takes a magnified Fourier transform of the AO SLM along the acoustic propagation direction, and

images along the orthogonal direction. The resultant output from the AO tapped delay line is

transformed onto the photodetector with a final spherical lens, thereby capturing all delays and all

channels on a single photodetector.

C. fR Filter Architecture

A general IR filter function will be composed of both zeros and poles, and must be implemented

with both feedforward and feedback tap weights. The AO tapped delay line filters described above

have implemented only the feedforward portion of an arbitr'y IR filter, and can be characterized

as FIR filters. It is possible to approximate a stable HiR filter with a very long FIR filter because

the impulse responses can be matched for a length of time after which the HR filter response is

negligible. For a number of applications this requires prohibitively long FIR filters that in turn
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require a high degree of computational and hardware complexity to implement. A better solution is

cften tc implement a lower complexity JIR filter, although this must be done carfully to avoid

instability due to the feedback structure. One application which has realized great utility fiom the

UR filtering is adaptive equalization 7.

An approach to implementing the IR filter with two tapped delay line filters is shown in

Fig. 3. For an input, u(), this general UR filter has an output, y(t), given by

M Ny(t) = I aiu(t - ir) - 7., bjy(t - jr) (30)

i-) j=i

where r is a unit time delay. The corresponding transfer function is then

M
I aiz-i

HNz) = ' = '= (31)

I + bjz'J

The HR AO tapped delay line filter is composed of two replicas of the AO tapped delay line

filter, as shown in Fig. 4. Here the feedforward path is identical to the standard FIR filter

described earlier in Section II, with input u(t) and weighting function described by the vector a in

Equation 30. The output of the feedforward path then drives a second AO delay line, which is in

turn tapped by the weighting function denoted by the vector b in Equation 30.

IV. Analysis of Filter Performance

The frequency response of the AO tapped delay line filter is dependent on a number of design

considerations. Each of these is described below, and techniques for optimizing the design to meet

specific requirements are presented. In addition, the crosstalk of the system is considered as a

function of the apodization of the AO SLM and properties of the tap beam.

A. Analysis of AO Tapped Delay Line Focused Input and Frequency Response
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The focused spot that illuminates the AO tapped delay line, given in Equation 6, approximates the

beam waist of a Gaussian beam. This focused beam has a large spread in angle and will vary in

degree of Bragg matching with the acoustic wave. Therefore, the diffracted beam will be generated

by a central cone of angles that significantly match the Bragg conditions, resulting in a nonuniform

depletion of the undiffracted beam. The combination of these two effects create the functions ws

and wu given in Equations 11 and 14, respectively. For successful operation of the system, the

diffracted and undiffracted beams must also overlap. The degree of focus of the input optical beam

will thus affect the heterodyne efficiency and resultant frequency response of the AO tapped delay

line system.

AO diffraction from Gaussian illumination beams has been investigated by others3.

Following Korpel, we define an input optical plane wave spectrum and acoustic plane wave

spectrum as Ei(O) and S(ol, respectively, where the angles 0and yare defined using the sign

convention of Fig. 5. The resulting diffracted beam for +1 diffraction, El(9), is then given as

Ej(O) = -0.25jkCS(OB - 8)Ei(O- 208) (32)

where k is the optical wavevector in the crystal, C is a proportionality constant relating S(71 to the

change in index of refraction of the material, and 88 is the Bragg angle. The interaction of the

focused optical beam with the spreading acoustic wave is shown schematically in the wavevector

diagram of Fig. 6a and the physical model of the crystal in Fig. 6b.

It can be observed that when the angular spread of the focused optical beam is greater than

the acoustic angular spread, then the diffracted beam has an angular plane wave spectrum that

approximates that of the acoustic beam. The undiffracted beam will be depleted accordingly. For

multiple input frequencies, multiple images of the acoustic angular spread will be formed.

Therefore, we observe that W. appearing in Equation 10 can be replaced by S. This will be then

be converted to a spatial pattern wpx) after the final lens L2, as given in Equations 13 and 17.

Likewise. w.(x) in Equations 14 and 17 can be written as the difference between w*x) and w/(x).
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We now assume that S($ can be modeled as a sinc function3,

S(7) - sinc(yLa IA) (33)

where La is the acoustic column width and A is the acoustic wavelength. We also assume that

EdO) is uniform over all angles contained in S(7 (i.e.. E,O) has a large cone angle of equal

angular plane wave amplitude). The frequency response for a given freqn•ency input to the AO

tapped delay line can then be calculated. This model is shown in Figure 7. We now observe that

the conditions for overlap in Figs. 7c and 7e relate back to Equation 21. The performance of the

system can also be improved if we note that the input of EdO) need not be centered at 9a but could

be cenitred at -AO+A4La so that greater AO tapped delay line frequencies can be handled with more

uniform frequency response, as in Fig. 7d.

For the hardware implementation and experimental results described below in Section V,

the focused input optical beam leads to a condition as shown in Fig. 7e. For this case, the acoustic

angular spread is approximately equal to the optical angular spread, and both of the angular spreads

are great enough to obtain significant overlap of the diffracted and undiffracted beams in the plane

of the photodetector. We now observe that as an input tone to the AO tapped delay line, ft9 , is

tuned, the system frequency response given by the overlap integral in Equation 17 will vary and

thereby produce a non-umforn frequency response. Wc can express the heterodyne efficiency,

r/e, as the overlap integral

D

W I - (34)

-D.A÷tjF27IwI

where 2D is the size of the undiffxac-ed beam at the photodetector (a magnified image of the AO

SLM) and D is given as

D = TjlmVsImF2
2F1  (35)
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Using the sine(x) model described above, we have the processor heterodyne efficiency

frequency response

D

7leWfj I ws(L IA I -sn(Z (36)
"-D+A4tjF2/vdl

This function can be interpreted as the correlation of the diffracted beam with the undiffracted beam

in the variablefgj. Fig. 8 displays the results of a computer simulation of this frequency response

for a given system configuration. Fig. 8a displays the apodization of the AO SLM, which is

assumed to be Gaussian with standard deviation, std, and symmetric with respect to the AO SLM

acoustic aperture. The diffracted beam (shown forfj = 0) is displayed in Fig. 8b for three

different tap beam focusing conditions. The width of the diffracted beam zeros is constant, but is

shown with respect to the width of the undiffracted beam (assumed to be changing due to greater

focus of the tap), and therefore appears to be changing in width. The diffracted beam is also

shifted with respect to the center of the undiffracted beam to show the effects of different portions

of the angular spread of the input tap being Bragg matched. Fig. 8c shows the resulting depleted

undiffracted beam, and Fig. 8d provides the system frequency response as given by Equation 36.

Figure 9 shows another condition consisting of a sharper Gaussian apodization of the AO SLM

and a more symmetric focused tap beam with respect to the Bragg matching condition. In this

case, due to the greater symmetry of the focused tap beam with respect to the Bragg matching

condition, the normalized frequency response cuts off at a lower frequency for each focusing

condition.

B. System Resolution and Crosstalk

As in any AO Fourier transform system, the ability to generate reso!vable spots in the frequency

plane is limited by the size and apodizaoon of the input aperture. A traditional estimate of the total

number of resolvable spots in an AO spectrum analyzer is the AO time-bandwidth product, which

can be derived assuming a uniform apodizanon at the input aperture. With this criteria, the
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Crosstal between audjacent frequency components is quite severe. The us of non-unifo'rwn

apodization can reduce the crosstalk of adjacent frequency components at the expense of reduced

number of resolvable spots. In order to completely eliminate crosstalk, the Fourier transform of

the input apodization function must be finite width (compact). One example of such apodization is

a sinc function whose Fourier transform is a rect. Unfortunately, in order to achieve this total

elimination of crosstalk, the input aperture must be infinite in extent. Therefore, a balance between

number of resolvable spots and the crosstalk generated between closely spaced taps must be

designed. An attractive apodization function that has been well analyzed4-. is a Gaussian

weighting, which naturally results due to the Gaussian beam properties of the laser illumination.

In order to model the resolution and crosstalk, we refer back to Equation 18 and calculate

the overlap integral. We choose to model the crosstalk in a consistcnt manner to the modeling of

the frequency response above, and therefore apply a Gaussian apodization with a sinc(x) acoustic

beam shape. We note that the resulting crosstalk will be a function of tap frequency separation and

the input frquency to the AO tapped delay line. Fig. 10 shows the resulting crosstalk for the

conditions of Fig. 8. We note that the crosstalk follows approximately a sinc(x) as a function, of

tap frequency separation, as described in Equation 24.

C. AO Spatial Light Modulator Intermodulation Products

AO SLM crosstalk will also result due to the generation of intermodulation products that appear as

spurious taps at the AO tapped delay line. The magnitude of these intermodulation products can be

kept below a specified level to set the spur-free dynamic range of the system. For two equal

amplitude taps, resulting in tap intensities 11 = 12 = 1, the intensity of the intermodulation product

spur, I, relative to the desired intensity, 1, is given as4

is / 7 / •2 / 36 (37)

where rq/is the diffraction efficiency. Solving this for rTf we have
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77641, /I .(38)

Therefore, to achieve 40-drB suppression of the intermodulation products (Is/I = 0.0001). i7 must

be set to 0.06, or 6% diffraction efficiency. This will limit the total amount of light available in

each of the taps. For three or more taps. third-order intermodulation products will appear in band

and will result in a more severe diffraction efficiency requirement hy a factor of 2.

V. Experimental Results

A multichannel AO tapped delay line filter was fabricated and tested to verify the theory presented

above. Bcth the baseline architecture and the electronic reference approach were implemented and

sho~vn to agree with theory. All experimental results presented below are for single-channel

operation. Requirements for the fabricated system included an 80-MHz IF with a 10-MHz

bano width and a delay line length -)f I-psec. The laser for the system was a 20-mW diode-pumped

Nd:YAG laser operating at a wavelength of 532 nm. The system employed a Brimrose 8-channel

AO cell as the AO SLM and a second Brimrose 8-channel AO cell as the AO tapped delay line.

Both of the AO cells had passbands from 60 MHz to 100 MHz. A ThorLabs photodetector having

a frequency response beyond 100 MHz was used.

A. Single-Tap Frequency Response

When single taps are applied to the AO tapped delay line filter, the input signal should be accurately

reconstructed with a given time delay depending on tap position. In order to accurately reconstruct

the signal, a very flat magnitude frequency response and linear phase response are required. A

number of measurements were taken to assess the effects of varying the tap position on the single-

tap frequency response. The best such frequency response plot obtained experimentally is shown

in Fig. 11. For this measurement, the frequency input to the AO SLM was 76.0 MHz. and

averaging over 16 network analyzer sweeps was employed to reduce the effects of amplitude

variation due to system vibrations. We see in Fig. I 1 (a) that across the passband the magnitude
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response is within a 0.2-dB range. Also shown in Fig. I I(b) is the phase response (with the time

delay removed in the network analy..rr which is flat to within 3 deg across the passband. The

insertion loss for -his examol, as 8 dB with a 55-dB low-noise amplifier after the photodetector,

yielding a total insertion loss of 63 dB.

Tr'e frequency response remained within a 3-dB range across the passband for varyine tap

positions, although the insertion loss varied over approximately 10 dB when tuning the AO SLM

input over its 40 MHz bandwidth. This behavior is shown in Fig. 12 for five values of the tap

position spanning the desired 40- MHz frequency spread. The variation in the insertion loss of the

system as a function of tap position can be equalized by controlling the power input to the AO SLM

as a function of frequency. This is equivalent to imposing an additional tap-dependent weighting

on the weight function applied to the system.

B. Two-Tap Frequency Response

For two equal-amplitude taps, the frequency response consists of notches located at frequencies

given by (2k+ 1 )/2r for k=O, 1,2.... Two equal amplitude taps were generated in the AO tapped

delay line filter by applying to the AO SLM a waveform consisting of a tone modulated onto an

81.6-MHz carrier using ;4 double-sideband, suppressed-carrier (DSB-SC) rrdxer. The carrier

suppression was approximately 27 dB relative to the sidebands, and the tap spacing was set by

tuning the frequency of the tone input to the DSB-SC mixer.

Fig. 13 depicts the theoretical frequency response for delays of (a) 22 nsec, 88 nsec. and

176 nsec, and (b) 352 nsec and 572 nsec. Fig. 14 shows the experimental results for two taps

with tap frequency separations of (a) 1 MHz, 4 MI-Iz. and 8 MHz, and (b) 16 MHz and 26 MHz.

The experimental results demonstrate good agreement with the theory. Using the simulated

results, we can refer back to Equation 19 to verify the quantity F, (note that r is a distance). For a

26 M~z frequency spread resulting in a delay of 572 nsec, and with an acoustic velocity of 4200

m/sec, we have F, = 0.73 m. The actual focal length of the lens employed was 0.75 m, and the
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variance from the calculated value of 0.73 m is most likely due to a positioning of the lens LI

slightly closer than one focal length from the AO SLM.

VI. Conclusions

An AO implementation of a tupped delay line filter has been described. The operating

principles have been mathematically derived, design considerations have bfl reviewed, and

performance has been modeled and experimentally verified. Architecwal variants have also been

proposed, including an electronic reference option, a multichannel implefmetation, and the

combination of two AO tapped delay lines with feedback to perform general [IR filtering.

A number of practical issues remain to be resolved, primarily in the realization of a uniform

frequency response no6 only for a single tap but for multiple tap positions over the multiple

channels of the multichannel system. This requires careful component design and selection, critical

system alignment, and the development of repeatable aligniment procedures.

The driving application for this AO tapped delay line is to multichannel adaptive

cancellation of wideband interference sources for an active radar scenario t . In this overall system,

a multichannel time-integrating correlator provides the adaptive weight vector information and the

AO tapped delay lines perform the filtering to generate the desired signal estimate. At the Rome

Laboratory Photonics Center. a multichannel acousto-optic -ime-integrating correlator in a Mach-

Zehnder configuration has been fabricated and tested in a two-channel configuration. The AO

tapped delay line filter described in this paper has also been fabricated at the Rome Laboratory

Photonics Center with support from Rome Laboratory in-house project funds. Prior Rome

Laboratory work on this AO tapped delay line architecture is summarized in Reference 2.

The author would like to acknowledge the contributions of Captain Michael Ward of the Ronm

Laboratory Phoconics Center and Dr. Chris Anderson and Michael Zari of Dynetics, Inc., for their

technical suggestions and their review of the manuscript This research has been supported in pan

by the US Air Force Rome Laboratory Photonics Center under contracts F30602-91-D-OOOI
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FIGURE CAPTIONS

Fig. 1. Finite impulse response tapped delay line filter.

Fig. 2 Two-channel AO tapped delay line architecture: (a) top view, (b) side view showing

multichannel operation.

Fig. 3. Infinite impulse response tapped delay line filter.

Fig. 4. AO implementation of HIR filter.

Fig. 5. Wavevector sign convention.

Fig. 6. Wavevectors for a focused optical input: (a) wavevector diagram for a focused optical tap;

(b) physical model of the AO cell.

Fig. 7. Diffracted and undiffracted beam phenomenology: (a) acoustic beam shape; (b) focused

optical tap beam shape; (c) diffraction for a tap beam centered at the Bragg angle; (d)

diffraction for a tap beam not centered at the Bragg angle; (e) diffraction for a weakly

focused beam.

Fig. 8. Simulated diffracted and undiffracted beams and resulting system frequency response,

_ zeros of sinc(x) at -3D/5±(2i- 1)2D,• .... zeros of sinc(x) at

-3D/5±(2i-1)2D/5, ------ zeros of sinc(x) at -3D/5±(2i- 1)2D/25: (a) Gaussian beam

apodization, std=2D; (b) diffracted beam for three focus conditions; (c) depleted

undiffracted beam; (d) normalized system frequency response, ftj(2D)=vsLmTslmVdAF!.

Fig. 9. Simulated diffracted and undiffracted beams and resulting system frequency response,

_ zeros of sinc(x) at -3D/5±(2i-l)2D ...... zeros of sinc(x) at

-3D/5±(2i- 1)2D/5, ------ zeros of sinc(x) at -3D/5±(21- 1)2D/25: (a) Gaussian beam

apodization, std-D/5; (b) diffracted beam for three focus conditions; (c) depleted
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undiffracted beam; (d) normalized system frequency response,flj{2 D)=vstmTstmvS/AFI.

Fig. 10. Normalized crosstalk performance under conditions of Fig. 8 with
fg-'-O. 3 VslmTslmVdLI/ 2*F).

Fig. 11. Best measured system frequency response: (a) magnitude; (b) phase.

Fig. 12. System frequency response for various AO SLM input frequencies, ..... AO SLM

freq.=60.0 MHz, x x x x AO SLM freq.=68.0 MHz, AO SLM freq.=80.0

MHz, - • - • - AO SLM freq.--92.0 MHz, ----- AO SLM freq.=100.0 MHz.

Fig. 13. Simulated two-tap system frequency response: (a) narrow tap separation, tap

delay separation = 22 nsec, ------- tap delay separation = 176 nsec, .... tap delay

separation = 88 ns; (b) wide tap separation, tap delay separation = 352 nsec,

-...... tap delay separation = 572 nsec.

Fig. 14. Measured two-tap system frequency response: (a) narrow tap separation, tap

frequency separation = MHz, ------- tap frequency separation = 4 MHz, ..... tap

frequency separation = 8 MHz; (b) wide tap separation, tap frequency

separation = 16 MHz, ...... tap frequency separation = 26 MHz.
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Fig. 1. Finite impulse response tapped delay line filter
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Fig. 5. Wavevector sign convention
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(a) Wavevector Diagram for afocused optical tap

ki! 0 A kd

kd

L f¢

(b) Physical model of the AO cell

Fig. 6. Wavevectors for afocused optical input
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Fig. 7. Diffracted and undiffracted beam phenomenology
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Fig. 8. Simulated diffracted and undiffracted beams and
resulting system frequency response
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%Prormm Jz.RL=rr

I Mhs prog~m aaptively filters a signal. r, to qwrnre an eutinte, der-
t Of te desized wutput, d. The &=-U6 filtating 'iqomtW is muqyma4id

Wahrne integution of the correlation result is parfaze oefazm trn waight
vecwtor is "Ate1.

'For this system idwtification prd~mw d is the output frcm a zera-anly
'4filter. Thermfore, *whe the outpt arrov is minlimid the adative filter

bans estimateth unknmown~ mwr-anly filter.

'Varlahl 9 zsquizd ucte al are
'4 m, the step size
M4 , the nufter of Iterations thmugh the filter
k4 fthte filter sinmumnsr of tape) is set to 100

'4x, the siqial input (can be created using no~man)
I4 CalstzaIn: M +R <- liihOf X

ICreate a mwr-only syste ropmserngtl multiparth to t03 main ctammi
'I~ WChoose to use a 5-miczwe wvnxw with eac sape Iein" 50 tns.
% 7hUS the total nmbesr of minples in the wirgk is WO1.

mns (da.ays)-f .6311:

'Creat~e a mwo-aly system -upmsentinq .iit~path to Urn aedilary
nUnZ-zews(1:1001:
delays2-(1. 5,201;

'Czuate the dired output, d
d-filter (mm, 1,x);
'4Create the receie AwcIl~azy Input, r
r-filter (rz2, 1,4;)

'4Init~ialime vators

ecrr-11;

P-100;

'4 intiaJ.ize trn filter tmI4Ls to zero. t~e that the
'4first .juiint of w is an the far rL.Mi of Urn filter
w(1,R)-(0:0);

'4Perfor lmr filtering beginnin with a full filter

k-0;
for n-l:H4

I FoVA the estImate and error signals

w"Pft-mi*r(n:n+R-D~e:
'4(date the adaptive wei vector - wax Im

if (n-1) /100-k
Wwcrr,

'4Store the error Squared

'Plot the error aqaed versus itezation rmmftr
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%prngr-pan -
%This Program sinulates the peak picking algorithm for the MRflP
%correlator weight calculation, and includes a measument of the
%phase of the detected spatial carrier. The carrier fteqLicy is
%'a' pixels per cycle, or equivalently 512/'a' cycles per 512-pixel
%window. The carrier phase at pixel 256 is 'phi', which is set by ý,*n
%that the phase of carrier is linear in delay and IF frequency difference, %l/fif-l/a. fif
will be given as 512/400=1.28 (400 cycles per 5-microsecsnd, 512 %pixel window. The carrier
is multiplied by a correlation function with a %sinc(x) shape having unity magnitude
centered at 'offset' with zeros at %offset~ik, i=1,2,... Tfe absolute value of this
function is then taken, and is %repiesentative of the detected signal. With the IF
conversion from 80 beiz to %the new spatial carrier (around 15 M~z) the phase of the carrier
at the
%peak of the correlation will reveal the delay ,urv accurately, as
%follows. Using a zero delay reference carrier, 'ref', which has a zero
%phase at zero delay (pixel 256), we can detenrine the phase of the
%nrn-zero delay carrier at the correlation peak. This is done through
%I&Q processing to yield correlation magnitude and phase.
%The phase is then used to deternine the exact position using the equations
%delta=phase/2*pi* (1/1.28-1/a), and xnew=256+(p cycles of the 1/(i/fif-i/a)
%carrier) -delta. xnew is calculated for the two closest values of p, and the
%closest delay estimate to the trn-fit estimate is -elected.

%%%%%variables requiring external definition are
%%%%% k: the width in pixels of the sinc(x) correlation function between zeros
%%%%% offset: the position of the correlation peak, in A.V--I--

%%%%% a: the inverse of the spatial carrier frequency, - units of pixels/cycle

clg
axis([O 512 0 11);

%create the two reference oscillators for I&Q processing
ref=os (2*pi* ((1:512) -256)/a);
ref2=sin (2*pi* ((1:512)-256)/a);

%create the correlation function, assumed to be a sinctx)
corr=(k/pi)*sin(pi* ( (1:512)-offset)/k) ./( (1:512)-offset):
corr (offset) =I;

%define the IF frequency (512pixels/(5 microseconds*80 Mtz)]
fif-1.28:

%calculate the expected phase offset due to conversion to a different IF
phi=-2*pi* (offset-256) * (I/fif-1/a);

%create the carrier at the new IF @ 'a' pixels/cycle
c-cos ( (2*pi* ((1:512) -256)/a) +phi):

%create the carrier modulated correlation
cbipolar-rr. *c:

%create the absolute value of the correlation and plot the whole window and a
%central region containing 3 central lobes of the sinc(x)
C2-abs (Cbipolar):
sub~lot (221), plot (c2 } -title ( ' orrelation output')}
axis((offset-2*k offset+2*k 0 11);
subpl1ot(222),plot(c2);title('region between central 4 zeros')
axis:

%find the three peak positions and amplitudes
[cmaxl, indkl I -rex (c2):
if (indxh-k/4>0),
c2(indcl-k/4:indxl+k/4)-zeros(l:k/2+1):

else
c2 (1: incl+k/4) -zeros (1:inrcl+k/4):

end

[amax2, indK2) -=x (c2):
if (ind--k/4>O0),
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c2 (inx2-k/4: irxbC2+k/4) -zeros (1: k/2+1);
else

c2 (1: idx2+k/4) -zerw (1: indc2+k/4);

[arm3, inx] -max (c2);
%calculate the slopes for the two liras going throx4h the highst peak arn the
%other peaks, and select the one having the larest slope mnitude
sl••el-abs ( (miaxl-cmax2) / (irUkl-ir )) ;
slcpe2-abs( (arexl-cmax3) / (ilncbd-irxh3)) ;
if (slcpeZ.zscqe'),
yl-cmaxl:
xl-irx1:•d
y2-aiiax3:

yx.oaax2:k
y3icmax2;

else
ylIamaxl;
xl-irndxl
y2-irax2;

y3-crax3;

%calculate the position, x, and amplitude, y, for the equilateral triangle fit
%to the three points, and display the position and amplitude
x-(x2*yl-xl*y2+yl*x3-y2*x3+y3*xl-y3*x2)/( 2 *yl-2*y2);
y- (yl-y2) *x/ (xl-x2) + (xl*y2-x2*yl) / (xl-x2);
label- sprintf('peak amplitude -%6.3f, peak position -%6.3f',yx);
text (0.5, 0.5, label, 'sc')

%foar the I and Q channels by (1) multiplying the bipolar correlation by the
%two reference oscillators, and (2) filtering out the sum tenns by wirdowing in %the
frequency domain
I-cbipolar.*ref;
Q-.ipolar. *ref2;
II-fft (I);

II (512/a: 512-512/a) -zeros (1: 512-1024/a+l);
00(512/a: 5l2-512/a) -zeros (1: 512-1024/a+l) ;
I-ifft (II):
Q-ifft (=):

%calculate the crrelation magnitude and plot
NOsr(abs (I)."2+abs (Q) .- 2);

axis((O 512 0 max0MM):
subplot (223), plot MP);title('mkgnitude of czrelation')

%calculate the onrrelation phase and plot the central three-lcbe region

axis ([offset-2*k offset+2*k -pi piN:
t.rbplot(224),plot (phase);title('phase of correlation at correlation peak')

%calculate the delay from the ceter pixel (256), modulo 1/(1/fif-1/a), as a %function of
phs shift

lta(phase x) / (2bpi* (l/fif-1/a));
%calculate the rearer and further distance frm:i the oenter pixel (256), in %cycles of
1/(l/fif-l/a), of the original delay estimate obtained through the %tri fit
pl-ceLil ((x-256) * (1/fif-l/a)):
p2-floorI (x-256) * (1/fif-h/a));

%calculate the nrw, more. precise, value of the delay for the nearer and farther %estimates
pl and p2, choose the result closest to the original trn-fit %estimate, ard display the
result

xnewl-256+pl/ (1/fif-i/a) -delta,
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msw2-256+p2/ (1/f if-i/a) -dPita
deWc-ebe (xew1-x),
dabx2-abs(xnew2-x);
if (dexI~deWbc),

else

labell- sprirztf ( 'phase at th~e azrelaticri peak -%6.3f radians, precise delay -

text (O.o,a.O,labell, 'sc')

labei2- sprintf V'a -%6.3f, k -%6.3f, offset -%6.3f',a, k,offset):
text (0.0,0. 5,l1abel 2, ' sc')



%prcvran papkcVI$
%This program sizmuates the peak picking algorithu for the HWflD
%onrrelator weight calculation, and includes a ms&=rent of the
%phase of the detected spatial carrier. The carrier frequency is
%'a' pixels per cycle, or equivalently 512/'a' cycles per 512-pixel
%windo. The carrier phase at pixel 256 is 'phi', which is set by noting
%that Lhe phase of carrier is linear in delay and IF frequency difference, %l/fif-i/a. fif

will be given as 512/400=1.28 (400 cycles per 5-mincro.ecu4 512 %pixel window. The carrier
is multiplied by a correlation function with a %sinc(x) shape having unity magnitude

centered at 'offset' with zeros at %offsettik, i=1,2,... The absolute value of this

function is then taken, and is %representative of the detected signal. With the IF
corversion fron 80 Miz to %the rnw spatial carrier (around 15 M~z) the phase of the carrier
at the
%peak of the correlation will reveal the delay -we accurately, as
%follows. Using a zero delay reference carrier, 'ref', which has a zero
%phase at zero delay (pixel 256), we can detenmire the phase of the
%non-zero delay carrier at the correlation peak. This is done through
%I&Q processing to yield correlation magnitude and phase.
Whe phase is then used to detenrine the exact position using the equations
%delta=phase/2*pi* (1/1.28-1/a), and xnew-256+ (p cycles of the 1/ (1/fif-1/a)
%carrier)-delta. xnew is calculated for the two closest values of p, and the
%closest delay estimate to the trn-fit estimate is selected.

%%%%%variables requiring external definition are
%%%%% k: the width in pixels of the sinc(x) correlation function between zeros
%%%%% offset: the position of the correlation peak, in pixels

%%%%% a: the inverse of the spatial carrier frequency, in units of pixels/cycle

clg
axis([0 512 0 1]);
rand(tnozial')

%create the two reference oscillators for IQ processing
ref-cos (2*pi* ( (1: 512) -256)/a);
ref2=sin(2*pi* ((1: 512) -256)/a);

%create the correlation function, assured to be a sinc (x)
torr=(k/pi)*sin(pi* ( (1:512)-offset)/k) ./( (1:512)-offset);
corr (offset) =1:
Corr--corr+var*rand (1,512);

%define the IF frequency [512pixels/ (5 microseconds*80 Hiz)]
fif=l. 28;

%calculate the expected phase offset due to conversion to a different IF
phi=-2*pi* (offset-256) * (i/fif-i/a);

%create the carrier at the new IF @ 'a' pixels/cycle
C-loIs( (2*Pi* M(:512)-256) /a) +Phi) ;

%create the carrier modulated correlation
cbipolar-orr. *c:

%create the absolute value of the onrrelation and plot the whole window and a
%central region containing 3 central lobes of the sinc(x)

c2=abs (dipolar);
subplct(221),plot(c2) ;title(' orrelation output')
axis([offset-2*k offset+2*k 0 11);
subplot(222),plot(c2);title('region between central 4 zeros')
axis:

%find the three peak positions and applitudes
[(aaxl,indxl]-max(c2):
if (indkl-k/4>0),
c2(irK•d-k/4:indxl+k/4)-zeros(l:k/2+1);

else
c2(1:i:izcl+k/4)-zeros(l:irdKl+k/4);

end
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(crc2, indx2] -anx (c2).
if (indx2-k/4>0),
c2 (indx2-k/4: indx2+k/4) -zeros (1: k/2+1);

else
C2 (1:ixch2+k/4).-zeros (1:ind2+k/4);

erld
(cuax3, irxx3j -max (c2):

%calo.late the slopes for the two lines going through the highest peak and the
%other peaks, and select the are hwar the largest slope f l ude
slopel=abs ( (cmaxl-caax2) / (inbdx-irdx2)) ;
slqoe2•abs ( (araxl-cax3) / (indx1-iznc3)):
if (slcpe2>sl'psl),
yl-cmwaxl:
xl-incbd;
y2-4=ax3;

y3-cmax2:
x3inck2

else
yl=-cmaxl:
xl-xlnd;
y2--Rnax2;
x2--in~c2:
y3-cmax3;
x.3-inxcbO;

end
%calculate the position, x, and anplitude, y, for the equilateral triangle fit
%to the three points, and display the position and amplitude
x/(x2 yl-xl-y2+yl-x3-y2-x3+y3*xl-y3*x2)/(2*yl-2*y 2 );
y-(y1-y2)*x/(xl-x2)+(xl*y2-x2*yl) /(xl-x2);
label- sprintf('peak amplitude -%6.3f, peak position -%6.3f',y,x):
text(O.5,O.5,label, 'sc')

%farm the I and Q channels by (1) multiplyinq the bipolar correlation by the
%two reference oscillators, and (2) filtering out the sum term by windowing in %the
frequency dauain
I-Cbipolar. *ref;
Q-cbipolar. *ref2:
II-fft (I);
QQMfft (0) ;
II (512/a:512-512/a) -zeros (l:512-1024/a+l);
CO(512/a: 512-512/a)-zeros (1: 512-1024/a+1):
I1ifft (II);
Q-ifft (wJ;

%calculate the correlation magnitude and plot
MN4G-sgrt (abs (I. 2+abs (0). "2};

axis([O 512 0 maxaM)I);
subplot (223) ,plot (M/) ;title ('magnitude of cnrrelation')

%calculate the correlation phase and plot the central three-lobe region
phase-atan2 (Q,I):
axss([offset-2*k offset+2*k -pi pil);
subplot(224),plot(phase):title('phase of correlation at correlation peak')

%calculate the delay from the center pixel (256), modulo 1/(l/fif-l/a), as a %function of
Pase shift
delta-phase (x) / (2*pi* (1/fif-h/a));

%calculate the nearer and further distance from the center pixel (256), in %cycles of
1/(1/fit-1/a), of the original delay estimate obtained through the %tri fit
pl-eil ((x-256) * (l/fif-lIa));
p2=floor ((x-256) * (l/fif-l/a));

%calculate the new, "re precise, value of the delay for the nearer and farther %estimates
pl and p2, choose the result closest to the original trn-fit %estimate, and display the
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result

xnew2-256.p2/ (1/fit-i/a) -delta;

debx2-ebs(xnew2-x);
if (de1x1)deix2),

else

label,- sprintf ('phase at the aOrrelaticn peak =46. 3f radians, precise delay - %6. 3f, var
-%6.3f ,phase(x),xnew~var).

label2- sprirntf (a-%6.3f,k--%6.3f,offset-%6.3f ',a,k.off-tt.).
text(O.O,O.5,label2, 'scI)
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% p:romu overlap
% Creates an apodized abs (sinc) of magnitude b and lenth L
% centered at L-K with zeros at L-Fa, 1-1,2,...

The apodization function is a gaussian with standard dviation std.
% The results are plotted for the externally supplied a, a/5, anrd a/25.
% The undiffracted beam is then created by 5t•ractim the
% apodized abs (sinc) function fron the apodization function.
% Correspordence to the Applied Cptics paper is as follows:
% The width of the undiffracted bean, L, is given as the magnified
% imaae of the AO SIM aperture, Lv(slm)T(slm) (f4)/(fl)
% The position in the output plot is fron 1 to L, aid corZespcods to
% the heterodyne efficiency as a function of diffraction angle, and
% therefore provides a mnasure of frequency response. The distance
% diffracted is given as lambdF(J) 'f4)/v(dl). At L, the frequency
% irpIt to the A0 tapped delay line is F(j)-v(dl)v(slm)T(slm)/(fl)lambda.
% This frequency response should be multiplied by the A0 tapped delay
% line frequency response and the photodetector frequency response to
% obtain the overall frequency response.
% In addition, a tap position response will result due to the freqency
% response of the AD SIN, and the shape of the acoustic beam as a function
% of delay position (assmxd to be a sinc as a funiction of angle and
% therefore independent of tap position).

axis((O L 0 1]);
k=o;
since:
irvsinc-o:
output=0;

% Create AO SIM apodization, which is always centered on the undiffracted bean
B=m(I:L/2). * (I:L/2) ;
var-std*std
aod'exp(-B/(2*var) )/sqrt (2*pi-var);
apodapod/max (apod)-
apod (L/2+1 :L) -epod"
for i=l:L/2-l

j (i) apod(L/2-i) ;
end
apod (1: :L/2-1) -J;
apod(L/2)=l;

% Create abs (sinc) - diffracted beau
sincabs,(a/pi)*sin(pi*(l:K)/a) ./(l:K));
sinc (L-K+1 :L) -sine;
for i-I:L-K-l

k (i)-sinc (L-K-i);
end
sinc (1 :L-K-l) -k;
sinc (L-K) -1:
sinc-b-sinc. *apod

% Create undiffracted beam
irvsln-epod-sinc;
clg

%subplot (221),plot (apod) %: title (['Po SEM apodization, std-', um2str (std)])
% subplot (222) ,plot (sinc) %: title ([ 'diffracted beam,
a-', nr12str (a), ',b-',r nLu str (b), ',K-', nzn2str (K) I )
% subplot(223) ,plot(invsinc) %;title(['depleted undiffracted bean', ',std&',nnm2str(std)])
% Create the frequency response
% output-xo~rr (invsinc, sinc) ;

%outpuztoutps±/wax (output (L:2*L-1));
'k sbplot(224),plot(output(L:2*L-1)) %;title(nmnnalzed freqecy response')
% Calculate the impact of crosstalk
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ct-fft(sincxI);

ct-sqt (real (ct). -*real (ct)+iwag(ct) .*imag(ct));
Ct-CtATfax(ct):
axis([0 L120 0 11);
subplot (221) ,plot (ct) %;title(('crosstalk vs. tap separation',',?m',rUM2str(Y)1)
axis([0 L. 0 11);
% m progam for new value of a
a.1/5;

invsinO-:

for 1=3. :1-K-1
k M)-sibc (L-K-i);

sinc (1:L-K-) -1:

sinc-b~sinc. *apodi
vsnirc-apo-sinc:

% subplot (222) ,plot (sirxc, 1:');

%output-xcaxr(invsinc, sinc);
%tmztputirotput/wax (output (L: 2*L-1))
%sblat (224) ,plot (oiutpu(L:2*L-1). u:1)

% Calocilate the i~apa of crosstalk

sincdsinrd. *1nvsinc;

ct-ct/rrax (ct);

axi~s((0 L./20 3 1));

axis([0 L. 0 1]);
% tm progam~ for new value of a
a-e/5;
k-0:
sino-0:

s'nc-abs((a/pi)*sin(pi*(l:K)/a) ./(l:K)):
sint (L-K+1 :1) -sinc;
for i-i :1-K-i

k U))-slinc (L-K-i):

sinc (1: :1-K-i) -k;
si~nc (1-K)-1;
s1.rc-*sinc. *apod;
invsirKo-spcx-sinc:
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c -25*a..
Calculagte the iffpact of crosstalk

si~.sira*-inc. *if-LVSwlC
* - ct-fft (sinad);

ct-Je~t (real (ct) .*real (Ct) +imki (Ct) . *ifl (Ct))
Ct-ct/rrex (ct):
axis(qO L/20 0 1]);

axis([O LO0 11):

endi



%ptiase error program
%create 80 Hifz sinusoid over 25 ns (2 cycles) at a 0.05 ns smple rate
sinusoid-0;
errorsq=0;

sinusoid~sin (0.00,Qpi* (1: 500))
%ealoalate square of mnagnitude of sinusoid for varying phase error
%w~here the phase is varied 250 steps over 360 deg (250 steps equals
%1/BO4iz at the 0.05 n~s samp2ling resolution)
for i=l:250
error--sinusoid-sin ( .008*pi*(l+i: 500+i)):
errorsq(i) -nx (error) 'ax (error);

cig
subplot (211) ,plot (errorsq) :title C error squared of cancelled signal, ld~y069 sanples')

er ..r...rrosq/max(errorsq);
su.plot (212), semilogy(errorsq(l:20) );title ( 'manificatjior of error squared')
label- sprintf('Rel pover at 1.44deg - %6.5f, at 2.88deg = %6.5f, at 4.32deg=
%6.5f',errorsq(l),errors~q(2),errorsq(3)).
text(0.1,0.5,labei,'sc')
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flPrrUUr3AOML
a~ds((67500O0O 92500000 -3 1J);

%b-zeras(l:k);

%fh,wiafreqz~b,1,8192);
WUmtpwbs (h);
%Witm100O00000O*w/p±;
%k-172;
%b-zeras (1: k);

%(h,w]=freqz~b,1,8192);
%Tmurnbs (h);
%i*%A& A01OO00OO*w~/pi:

%b-zeras(l:k);

%(h,wJ-frejz (b, 1, 8192);

%wlOFOO000OO000*w/pi:

b-zeros(1:k);
b-fl,b,l);
[h.wl~freqz(b,1,8192);
mmebs (h):

1*lO0O0OOO00*w/pi;

ssni1ms (1:J k),'- , ii
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%program oorzfilt
%takes a carrier-imodulated w~aveform arxi smooths it to attain a peak
%asm 50 cycles of carrier across array

C19
window(l;
%select a wave~form type: l-dsbP-ec two-tone; 2-ainxc/x puls

%select a filter type: 1-covout~icux with twxunated sirxc/x;
% 2-square filter in frequency dckinin;. 3-butter. - filter
filttype-2;
%ad a phase shift to carrier

if wavefoun1
% Assuus 6.5 cycles of imavefoam

R~sin(2*pi.*((1:5121+phs) ./78.77) .*Sir1(2*pi*([1:5121.1*hserr) ./10.24);
elme
%define sinc width and positioni

k-20;
offset-240:
pilae-(k/pi) *sirxQp±* ( 1 512) -off set) /k) .1((1:512) -offset);
pulse Ovffset) -1;

erxi

subplot (221.), plot (R) ;title V'oarrelator outut)
if filttype-m1
%lerxjth of window is 2*Nfl

N-10;
Keebs(fft (Ilas (1:50), zeros (1: 462) j));

if filttype-2
Idefine width of filter

W-50;
Rfftfilt-fft CR) .* tcMs :W), zeros (1: 512-2'W) , rvb(1:W) 1;
rfiltueabs(ifftC(Rfft~filt(1:256),zeros(1:512),tf~tfilt(257:512)]));

exi
if filttype-3

[bl, all -butter (5, 2/10);
Rfilt-'filtfilt (b1. al, R):

aid
subpot (222) ,plot (Etfilt) ;titleV (filtered correlatior output')
%5kPlot (223) ,Plot (abs (fft CR))) :itle (I sectrum of corelator output')
%Wirzin(w~rini, zeros (1: 512-2ZN) I;
%subplot (224) ,Plot (abs Oft (wind) )): title (Ispectrum of window nzvtioi)
%sublot 224),Plot ((ones(1: 50), zeros (1: 412), ores (1:50) D) titleV spetrum of
windo funcion)

Iselec± peak and perfom tri-fit

%calculat the *I~ for the two Ira going throt4h the highet peak and the
%other peaks, and select the one )vizvg the largest sloe =Knif
ulqoel-ebe C(Emx-Rfilt (ircbc-1)));

if (slqxe2>slopel),
yl-Azmx.*
xl-mnr-*
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x2mdirck+1:

x3-inck-1;
else
Yl-ROMx
xl-irxKu

X2-indK-1;
* y3-Rfilt (incc+l);

%calculate the position, x, and~ amplitude, y, for the equilateral triangle fit
%to the three points, and display the position and amplitud
x- (x2*yl-xl*y24yl*x3-y2*x3+y3*xl-y3*x2) / (2*yl-2*y2):
y- (yl-y2) *x/ (xl-x2) + (xl*y2-x2*y1) / (xl-x2):;
lab~el- sprirtf('peak amplitude -46.3f, peak position -46. 3f1, y, x/2).
text(0.5, 0.5, label, Iscl)

%iterate through a number of carrier phases to detemnins sensitivity to carrier
for i-1:100

phsez2r-i/10:
if wavefomP-1

A-sin(*pi*([1:512)+ph~s) .78.77) .*sjfl(2*pi*([1:512)4phser=) ./10.24):
else

R..pulse. *sin (21pi* ([l: 5121 +pdiser) . /10.24):
erxi
R-eb3 R);
if f lttypemi

if filttyps-2
rfftfiltu-fft (R) tone(cs (1M11, zercs ll: 512-2*W) ones (1:W) I;
Rfilt-abs (ifft ((Rfftfilt (1: 256), zrs(1:512) ,RfftfiltC257:5l2) 1))

if filttype--3

Mmu, indcJ ux(Rfilt):
slqpal-aek~ ( Oknmx-Rfilt Cindbc-1)))
slqpe2-ebs Mbeovm-Rfilt (irxt+l)));
if (31cpe2'slqe)

xl-irrhu

x2-1rncb+1:

x~windk-1:
else
yl-Rmx-
xl-inx.c

x2-inck-1;

x3windKll:

x-.(x2*yl-xl*y24yl*,c3-y2*3*4-~y3*x2) /( 2 *yl-2*y2):
Y- (yl-Y2) *x/ (x1-ix2) + Cx ~2-x2'yl) / (x-x2):
ampi C1) uy1*

2 :

pos (i) .,c2:
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sublot (223) ,plot(atp1);title('tap aaplituIl vs. phase error')
* subp1ct(224),,plOt(pos);title('tap position vs. phase error')
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%this progn makes phamse of cmzie~r eqal at output of A=L to the carrier
%of the main channel using adaptive feedbac
%ee a wa2fozm type: 1 .dsb-sc two-tanB; 2-sinx/x pulse

• wavefozm-2;

%select a filter type: 1-=rjol,&iii with trncated sinx/x
% 2-square filter in fzeque~y domain; 3-butterwrth fliter
filttype-3:
%ceatc- the ain charnnel signal
%add a phase shift to carrier
Phserr-0;
if waefoxn--1
% Assumes 6.5 cycles (if waveforM

RI-sin (2*pi* ([1:5121+phs) ./78.77). *sln (2*pi* ( 1:5121+p •err) ./10.24);

alse
%dfirne sirxc width and position

k-40;
offset-240;

i• ~pulse- (k/pi) *Sin (pi* ((1:512) -offset) A/) ./( (i1:512) -offset) ;

pulse (offset) -1;
Rl-pulse. *s in (2 *pi* ([1: 512] '1 pherr) ./i10. 24)

and

%begin loop to aloculate results for various carrier phases
%create the AODL output signal
for !-l: 100
%add a pase shift to carrier

pFserz-i/10;
if waefow=-I

R2-sin(2*pi*( (1:512]4 hs) ./78.77) .*sin(2*pi* ( [1:512]4phtlerr) ./10.24);
else

R2-pulse. *Sin (2*pi* ((1:5121 +phserr) ./10.24);
end

%obain cancealla signal
S-Rl-R2;
detS=S.*S;

%filter the signal
[bl, al], batter (5, 1/5C);
detSfilt-fi~ltfilt bl,al,de.S) ;

%plot results for first iteration
if i-l

subplot (221) ,plot (Rt) ;title Cmain chtanne signal')
supo (222) ,Plot (detS) :title V 'detected cancelled signal' )

sublot (223) ,plot (detSfilt) ;title ( 'filtear resIidue')
end
voltage (i)"-ean (detSfilt)

31d
su±blot (224) ,plot (vltage) ;title ( 'output cotrol voltage vs. hase' )
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%this pxap uzkes$ phas of carzir eual at a"tz1 of AaL to the car*rie
%of then main dummi usingi adaptiv femback

%select a wavenform type: 1-ds-sc two-tone, 2-3ixz/x pilse
wriefom-2:
%selec a filtor type: 1comoution with~ truncted 3inx/x;
% 2-square filter in frequeny domain; 3-buterworth filter
tilttype-3:
%cmeate the main channl signal
%add a ph~ase shift to carrier

if wavfonu1-
%Assumes 6.5 cycles of wavefori

Rlmsn(2*pi*( (l:51214phs) J/78.77) .*Sin (2*pi* ( (1:51214phaeWr . /10.24);
asoa
Idfiine siic widh and positio

k-40;
offset240:
pubke-(k/pi) *Sin (pi* ((1:522) --offset) Ak) J ((1:512) -off-we);
Puss (offset) -1;

Rl-Puls8. *31n(2*pi* ([1:2048)4phaisrr ./10.24);

sukx1la±(221) ,plM (Rl) tit~le ( 'sen chanrnel niqual')

U~sin loop to calul~ate result~s for various carrier phse
%create the A=L output signial
for 1-1: 3
%add a Ftass shift to carrier

if mWrifoIW1

r2-pulse.*smn(2*pi*((1:2048J4phsrr)./10.24),

%kfilter tirn signal
(b1,all-butter(5,1/100);

if 1-i
subplot (2=),Plot (detSfilt); ;t~ito 'filtered residum,FthsarxO')

ad
if J-2
aut1lo (223) *Plot Wtc~tlf.t) ;titl Im Vfiltered resid1in,Fpsszzx-2 .5')

if i-3

ad

andl
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